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Preface to the English Edition 

In the English edition, the chapter on the Geometry of Numbers has been 
enlarged to include the important findings of H. Lenstraj furthermore, tried 
and tested examples and exercises have been included. 

The translator, Prof. Charles Thomas, has solved the difficult problem of 
transferring the German text into English in an admirable way. He deserves 
our 'Unreserved praise and special thailks. Finally, we would like to express our 
gratitude to Springer-Verlag, for their commitment to the publication of this 
English edition, and for the special care taken in its production. 

Vienna, March 1991 E. Hlawka 
J. SchoiBengeier 
R. Taschner 



Preface to the German Edition 

We have set ourselves two aims with the present book on number theory. On 
the one hand for a reader who has studied elementary number theory, and 
who has knowledge of analytic geometry, differential and integral calculus, 
together with the elements of complex variable theory, we wish to introduce 
basic results from the areas of the geometry of numbers, diophantine ap­
proximation, prime number theory, and the asymptotic calculation of number 
theoretic functions. However on the other hand for the student who has al­
ready studied analytic number theory, we also present results and principles 
of proof, which until now have barely if at all appeared in text books. For 
example these include the proof of the irrationality of the lliemann zeta func­
tion at the number 3, Newman's application of complex variable theory to the 
prime number theorem, and Hecke's prime number theorem for the Gaussian 
integers. 

For the choice of material· we have been able to rely on lectures held since 
1948 in Vienna and since 1967 in Pasadena, but have still had to overcome a 
number of presentational problems. We thank our fellow workers, colleagues 
and friends, who stood ready to help us. Our particular thanks go to the 
publishers Manz and to Dr. Franz Stein for his interest, his suggestions and 
his patience. 

Vienna, Advent 1985 Edmund Hlawka 
Johannes SchoiBengeier 
Rudolf Taschner 
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1. The Dirichlet Approximation Theorem 

"The integers are the source of all mathematics." Hermann Minkowski pref­
aced his book on diophantine approximation with this sentence and justifiably 
- the natural numbers 1,2,3 ... are the only data which the mathematician 
knows he has to hand. His lack of control over the real numbers, that is points 
on the continuous real line is already plain from elementary examples - thus 
the sum e + 7r cannot in the end, that is with complete exactness, be worked 
out. Even simple questions about the way in which the number e + 7r is put 
together are unsolved up to now. Therefore the construction of real numbers 
from natural numbers is no simple problem. The theory of diophantine ap­
proximation seeks to understand how well, that is how closely, real numbers 
can be trapped by relations with the integers. 

Theorem 1: Dirichlet's Approximation Theorem. For each real number 
a and natural number N one can find a natural number n ::; N and an integer 
p with 

In particular 

la _ El <_1 
n Nn 

1 
!na-p! < N . 

Proof. Dirichlet starts from the N + 1 numbers 0 . a, 1· a, 2· a, . .. , N a and 
then reduces them modulo 1, that is, forms the numbers Xn = na - [na], 
n = 0,1,2, ... , N, which lie in the half-open unit interval [0,1[. He subdivides 
the unit interval into N half-open subintervals of equal length 

Urn=[m;l,~[, m = 1,2, ... ,N , 

and deduces from the fact that the N + 1 points x n have to lie in the N intervals 
Urn, that at least two of the numbers x n must belong to a common interval 
Urn. Let Xn', Xn" be numbers of this kind, which lie in the same interval Urn, 
and suppose that n' < n". Then from the inequalities 

m , ['] m+1 -<na-na<--N- N 
m" ["] m+1 -<na-na<--N- N 
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Dirichlet deduces by substraction that 

1 " / ([ "] [/]) 1 -- < n a - n a - n a - n a <-N N 
The natural number n = nil - n/ is certainly not larger than Ni let the integer 
[n"a]- [n/a] be p. 1 0 

With the help of the Dirichlet approximation theorem one can demonstrate 
very elegantly one of the most important theorems of elementary number 
theory, namely the theorem about the linear diophantine equation. Let a 
denote a rational number, that is, a = u/v with u, v integers and v f= O. 
The representation of a as a fraction is not unique, since for each integer 
c f= 0 we have a = u/v = cu/c'IJ. In order to associate with a a uniquely 
determined representing fraction, among all fractions u/v with a = u/v one 
chooses a = a/b with b the smallest possible natural denominator, for which 
there exists an integral numerator with a = a/b. a/b describes a in lowe8t 
term8. 

Assume b ~ 2. By the Dirichlet approximation theorem for N = b - 1 one 
can find a natural number n ::; N and an integer p with 

I a I 1 1 lan-pl = -n-p < - =--
b N b-1 

Multiplying by b gives 

b 1 
lan - bpl < b _ 1 = 1 + b _ 1 ::; 2 

Since an - bp denotes an integer, we must actually have lan - bpl ::; 1. The 
possibility that an - bp = 0 is excluded, since it would imply that 

a p a=-=-
b n 

with n < b, contradicting the choice of a/b in lowest terms. Hence the only 
possibility is an - bp = ±1. From this one deduces 

Corollary 1: Main Theorem on the Linear Diophantine Equation. 
For each fraction a/b in lowe8t term8 one can find integer8 x and y with 

ax - by = 1 . 

Proof. For b ~ 2 we showed above the existence of nand p with an - bp = ±1. 
In the case an - bp = 1 put x = n,y = Pi in the case an - bp = -1 put 
x = -n, y = -po If b = 1, the equation ax - y = 1 is solved immediately by 
x = O,y = -1. 0 

Starting from this theorem one can develop all of elementary number the­
ory, similarly to the way we chose in our own book on elementary number 
theory, starting from the division algorithm with remainder. 
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Besides the linear diophantine equation the so-called Pell (sometimes Fer­
mat) equation x 2 - dy2 = N is among the most important equations of number 
theory. In what follows only the so-called special Pell equation x 2 - dy2 = 1 
will be of interest, and here the cases d = a2 with a integral, and d < 0 are 
particularly easy to handle: 

(1) d = a2 : x 2 - dy2 = (x - ay)(x + ay) = 1 : x = ±1, y = 0 for a f. OJ x = 
±1, y = t with t in 7l. for a = O. 

(2) d = -1 : x 2 + y2 = 1 : x = ±1, y = 0 or x = 0, y = ±1. 
(3) d < -1 : x 2 + Idly2 = 1 : x = ±1, y = O. 

Now for the really interesting case, the equation x 2 - dy2 = 1 with a 
natural number d, which is not the square of a natural number, hence whose 
root must be irrational. Pell himself could not say anything about this, but the 
French lawyer, mathematician and founder of modern number theory, Pierre 
de Fermat, certainly did: 

Corollary 2: Fermat's Theorem on the Pell Equation. If the natural 
number d is not the square of an integer then the special Pell equation x 2 -
dy2 = 1 has infinitely many integral solutions. 

Geometrically this means that there are infinitely many points with inte­
gral coordinates on the hyperbola x 2 - dy2 = 1. 
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I'-\i 1 / 
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V ....... 

............ 
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Fig.!. Hyperbola and lattice of integral coordinates 

Proof. In fact it suffices to find a single solution x = ~, y = 1] with 1] f. O. If we 
write e = ~ +1]Jd, e = ~ -1]Jd, then 1 = e -d1]2 = (~+1]Jd)(~ -1]Jd) = ee, 
and so for the n-th power en the equation en. en = 1 holds. Moreover en = 
(~ + 1]Jd)n is of the form x + yJd with integral coefficients, and because of 
the irrationality of Jd the representation is unique. By direct calculation it is 
easy to check that given en = x + yJd we have en = x - yJd = (en). In this 
way the infinitely many powers en = x +yJd lead to infinitely many solutions 
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x, y of the special Pell equation (which because IcI :I 1 are all distinct from 
each other). 

The proof of the existence of some solution x = ~, y = .,.,:1 0 succeeds 
with the help of the following subsidiary proposition: 

Lemma 1. For each irrational number a there exist infinitely many fractions 
(in lowest terms) pin with la - plnl < 1/nz. 

Proof. Assume the opposite, so that it must be possible to list the finitely 
many such fractions with this property as 

PI pz PK -,-, ... , 
nI nz nK 

Because of the irrationality of a the left hand inequality is satisfied in the 
formula 

o < la - Pk I < ~ , 
nk n~ 

k= 1, ... ,K . 

Let us denote the smallest of the finitely many positive numbers 

nk ·Ia - ~: I, k = 1, ... , K , 

by S (and if K = 0 put S = 1). On account of the Dirichlet approximation 
theorem with the natural number N = [liS] + 1 > liS one can associate 
a natural number n S N and an integer P with la - plnl < 1/nN (where 
without loss of generality pin may be assumed to be in lowest terms). With 
n S N the relation above leads to 

that is pin belongs to the list above. For some suffix k we have P = Pk, n = nk 
(in particular K ~ 1). From N > liS it follows that 

nk· a- - < - < S I Pk I 1 
nk N 

contradicting the definition of S. This shows that the assumption above is not 
possible. z 0 

Continuation of the proof of Corollary 2. The irrationality of Vd implies the 
existence of infinitely many fractions (in lowest terms) pin with 

If we put a = p+nVd, a = p-nVd, then we deduce the existence of infinitely 
many numbers a of the kind above with 101 < 1/n, and 
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Hence 

Ip2 - dn21 = laal ~ (~+ 2nVd) . ~ 
1 

= 2' + 2Vd ~ 2Vd + 1 . 
n 

Since the infinitely many integers p2 - dn2 lie in the bounded interval 
[-2Vd - 1, 2Vd + 1], there must be at least one integer a =1= 0 which coin­
cides with infinitely many of the p2 - dn2. Call two of these infinitely many 
numbers a = p + nVd and f3 = q + mv'd equivalent, if p == q(mod lal) and 
n == m(mod lal). There are at most a2 equivalence classes arising in this way, 
hence in at least one of these finitely many equivalence classes there must be 
infinitely many of the numbers a, f3, ... constructed above. Therefore there 
certainly exists an equivalent pair a = p + nv'J, f3 = q + mv'd with a =1= f3. 
Choose the notation in such a way that lal > 1f31. As a consequence 

a-f3 = p-q + n-mVd 
a a a 

is a number of the form x + yv'J, and finally 

a a a - f3 f3i3 a - f3 
e= - = 1+- .-- = 1+-·--

f3 f3 af3 a 

=l+(q-mVd)(P:q +n~mVd) 

is a number of the form e = e + 1]v'J with integral e,1] for which 

2 2 aa a e - d1] = et = --= = - = 1 . 
f3f3 a 

Since lel > 1 we must have 1] =1= 0, and so e,1] form the required solution of 
the special Pell equation. 0 

Lemma 1 is close to the supposition that diophantine approximations can 
not only be used in the solution theory of diophantine equations, but also for 
the proof of the irrationality of certain numbers. This is indeed the case: 

Proposition 1. A real number a is irrational if and only if for each e > 0 
one can find integers x, y with 0 < lax - yl < c. 

Proof. For each irrational number one can certainly find a sequence of in­
finitely many fractions Pnl qn with strictly increasing denominators satisfying 
the condition 
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Given an arbitrary e > 0 choose n so large that qn > lie, and define x, y 
by x = qn, Y = Pn; then one indeed has 0 < lax - yl < e. If conversely the 
condition above were satisfied for arbitrary e > 0, and nevertheless a were 
rational (i.e. a = alb with a an integer and b a natural number), then by the 
assumption above with e = llb, one would have 

o < I~ . x - yl < i, I.e. 

o < lax --: byl < 1 

This cannot be satisfied for integers x, y. 0 

Example. Set a equal to the Cantor series 

00 
~ Zn ZI Z2 Z3 a= L...J =-+-+--+ ... 
n=1 g1g2'" gn gl g1g2 g1g2g3 

with an increasing sequence of natural numbers 2::; g1 ::; g2 ::; ... ::; gn ::; ... , 
in which the coefficients Zn take the values 0 or 1 independently of each other, 
subject to the condition that for infinitely many n, Zn = 1. Then with the 
abbreviations GN = g1g2" .gN and 

N L Zn PN 
n=1 g1g2·· ·gn = GN 

the formula for the geometric series gives 

0< la - ~: I = I gl . '~;;~N+l + gl··· 9::::19N+2 +···1 

< 1 (1 + _1_ + 1 + ... ) 
- gl ... gNgN+1 gN+2 gN+2gN+3 

1 ( 1 1 ) < 1+--+-2-+", 
- GN9N+l gN+l gNH 
111 =....".,...--

GNgN+1 1 __ 1_ - GN(9N+l - 1) 
gN+l 

Assuming that the sequence {gn} is unbounded, since 

1 
0< laGN - PNI::; ---

gN+l -1 

and for large enough N the right hand side can be made arbitrarily small, we 
obtain an uncountable family of irrational numbers a. In the special case of 
gn = n and Zn = 1 for all n, we have in addition proved: 

Corollary 3. The ba8e e for the natural logarithm i8 irrational. 
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The actual proof of the irrationality of the second fundamental constant, 
associated with the circle, namely 7r, will be put in a context which also covers 
the irrationality of the numbers 

00 1 1 1 1 7r2 

((2) = L n2 = 1 + 4 + 9 + 16 + ... = (; 
n=1 

and 
~ 1 1 1 1 1 

((3) = L..J n3 = 1 + '8 + 27 + 64 + 125 + ... 
n=1 

The essential core of the proof is obtained from the formulae 

and 

((2) = 1 + 2" + ... + 2" + -y- dx dy 1 1 1111 (x r 
2 r 0 0 1 - xy 

1 1 
((3) =1 + 23 + ... + r3 

_ ! 11 fl log(xy) (xyr dx dy 
2 010 1- xy 

Both formulae are very easily established by working out the more general 
double integral 

1111 xr+",ys+", 
--.-;"--- dx dy 

o 0 1- xy 

for non-negative integers r, s and a non-negative real number a. Thus, if one 
expands (1 - xy)-1 as a geometric series, one obtains 

1111 xr+",ys+", 00 1 
dxdy = , 

o 0 1 - xy L (k + r + a + 1)( k + s + a + 1) 
k=O 

which for r = s, a = 0, immediately gives the asserted formula for ((2). If on 
the other hand one differentiates the formula above according to a, and then 
puts s = r and a = 0, one obtains 

log(xy) ( )rd d Loo -2 xy x y = 
1-xy k=O (k+r+1)3 

( 1 1 1 ) = -2· ((3) -13 - 23 - ... - r3 ' 

i.e. the asserted formula for ((3) . 
If one carries on working out 

1111 xr+",ys+", 00 1 
---:~- dx dy = "..,...,...-----:-;-------:-

00 1-xy ~(k+r+a+1)(k+s+a+1) 

in the case r =1= s for some r > s, the right hand sum simplifies to 
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00 1( 1 1) {;;-=-:; k+s+a+l - k+r+a+l 

1 (1 1 ) =-- + ... +--
r-s s+l+a r+a 

If one now puts a = 0 one recognizes that 

r>s, 

represents a rational number, the denominator of which is certainly con­
tained in the square V(r)2 of the lowest common multiple V(r) of all numbers 
1, ... , r. If one first differentiates 

according to a, and then puts a = 0, one sees that likewise 

Il t log(xy) xrysdx dy 
1010 1- xy 

-1 ( 11 ) =-- + ... +- , 
r - s ( s + 1)2 r2 

r>s, 

also describes a rational number, the denominator of which is certainly con­
tained in the cube V(r)3 of the lowest common multiple V(r) of all numbers 
1, ... , r. 

If now, encouraged by these preparations, one starts from the integral 

with the polynomial 

(1- y)npn(x) dxdy 
1- xy 

and one observes that P n (x) has only integral coefficients, then working out 
the integral yields an expression of the form 

t t (1- y)npn(x) dxdy = an((2) + bn , 
1010 1 - xy V(n)2 

in which an and bn are integers. Partial integration of the left-hand side n 
times according to x leads to 
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If now by means of an extreme value argument one calculates the maximum 
value of y(l - y)x(l- x)/(l - xy) inside 0 S; x S; 1, 0 S; y S; 1, one obtains 

y(l-y)x(l-x) S; (-15_ 1)5, 
1- xy 2 

which implies that 

From this one obtains the estimate 

dxdy 
1-xy 

0< la.((2) + b.1 ,; V(n)' ( .J52- 1) ,. ((2) 

If one could suppose that 

lim V(n)2 (-15 - 1) 5n = 0 
n-+oo 2 

one could apply Proposition 1, because one could choose the right-hand side 
of the inequality obtained above to be arbitrarily small. This requires a more 
exact knowledge of the number V(n). It is clear that V(n) S; n1l"(n), where 
7r( n) denotes the number of primes less than or equal to n, because there can 
only exist 7r(n) different factors of V(n) and it is impossible for the exponent 
of each of these factors to exceed n. The prime number theorem 

lim 7r(n) = 1 
n-oo n/logn 

will be proved in Chapter five of this book. Assuming its validity for the 
moment, then by taking n to be sufficiently large one has 

n 
7r( n) S; log 3 . -1 -

ogn 

and therefore can conclude that 
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V(n) ~ nn.log3/logn = 3n 

A consequence of this is 

o ~ Hm V(n)2 (vs -1) Sn 
n-oo 2 

~ Hm gn (vs _l)sn ~ Hm (~)n = 0 
n-oo 2 n-oo 6 

This proves 

Corollary 4. The number ((2) = 11"2/6 is irrational. 

In particular we deduce 

Corollary 5. Not only 11" itself, but also its square 11"2, are irrational. 

Similar considerations lead to the irrationality of ((3) - starting from the 
fact that, because of the initial calculations 

1111 -log(xy) P ( )P ( ) d d = an ((3) + bn 

1 n x n Y X Y . V( )3 o 0 - xy n 

with an and bn both integral. The identity 

-log(xy) = 11 1 dz 
1 - xy lo 1 - (1 - xy)z 

justifies the relation 

an((3) ~ bn = t 11 11 Pn(x)Pn(y) dxdydz , 
V(n) lo lo lo 1 - (1 - xy)z 

which by n-fold partial integration according to x is transformed into 

t t 11 (xyz)n(l- x)npn(y) dxdydz 
lo lo lo (1- (1 - xy)z)n+l 

Next one makes the substitution 

1-z 
W = -----:----

1 - (1 - xy)z 

and carries out an n-fold partial integration according to y in the resulting 
integral, 

obtaining 
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In the same way as before one does the extremal value exercise in order to 
determine the maximum of x(l- x)y(l - y)w(l- w)/(l- (1 - xy)w) in the 
region 0 ~ x ~ 1, 0 ~ y ~ 1, 0 ~ w ~ 1. Here one has 

x(l- x)y(l- y)w(l- w) < (h _1)4 
l-(l-xy)w -

The integral above has 

(h _1)4n [1 [1 [1 1 (11 ) dxdydw 
lo lo lo - - xy w 

= (h _1)4n t t -log(xy) dxdy 
lo lo 1 - xy 

= 2((3) . (h - 1)4n 

as upper bound. If in 

0< lan((3) + bnl < 2((3) (h _ 1)4n 
V(n)3 -

one chooses n to be sufficiently large, and suppose that V(n) ~ 3n , then the 
right-hand side ofthe estimate 0 < lan((3)+bnl ~ 2((3)·27n.(V'2-1)4n < (t)n 
will be arbitrarily small. This proves 

Corollary 6: Apery's Theorem. The number ((3) = 1 + 1/23 + 1/33 + 
1/43 + ... i3 irrational. 3 

Until now the Dirichlet approximation theorem has only shown how 
well a 3ingle real number can be approximately represented by a rational 
number. Multidimensional diophantine approximations seek to describe sev­
eral real numbers 01,02, ... , OL as well as possible by rational numbers 
pI/q,pdq, ... ,PL/q having the same denominator. The evident generalisation 
of the Dirichlet approximation theorem reads: 

Proposition 2. Let 01, .•. ,OL be L real number3 and N a natural number, 
then one can find integer3 PI, . .. , PL and a natural number n ~ N L with 

10l- Pl l<_1_, £=1, ... ,L. 4 
n Nn 

If one writes the approximation formula of this theorem in the form 
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one can ask oneself, if it might be possible to interchange the roles of denomi­
nator n and numerators pt, ... ,PL, i.e. if instead of a simultaneous approxi­
mation of the L linear forms aln,a2n, ... ,aLn by L integers PloP2, ... ,PL 
one might achieve the simultaneous approximation of one linear form 

L 

L alnl = alnl + a2n2 + ... + aLnL 
l=l 

by a single integer p. Dirichlet himself showed that this is possible: 

Proposition 3. Let al, ... , aL be L real numbers and N a natural number, 
then one can find a natural number P and L integers nl, ... , nL, which are 
not all equal to zero, so that for l = 1, ... , L Inll ~ Nl/L and 

holds. 5 

L 1 
L alnl-p < N 
l=l 

A generalisation due to Kronecker contains both Propositions 2 and 3: 

Theorem 2: Multidimensional Dirichlet Approximation Theorem. 
Let all,al2, ... , aML be M . L real numbers and N a natural number, then 
one can find M integers Pl, ... ,PM and L integers nl, ... , nL, where the nl 
are not all zero, Inll ~ NM/L, and satisfy the inequalities 

for all m = 1, ... ,M. 

Proof. The M-tuple 

lies in the cube [0, l[M, which decomposes into NM sub cubes 

[ kl - 1 kl [ [k M-I kM [ 
Ukt •...• kM = ~, N X ••• X N ' N ' 1 ~ ki ~ N 

In order to apply the Dirichlet pigeon hole principle one must ensure that 
the nl, ... , nL range over more L-tuples than there are subcubes. If we fix 
o ~ nl ~ P there are (P + l)L L-tuples nl, ... ,nLi the requirement that 
(P + l)L > NM leads to P + 1 > NM/L. It suffices therefore to set P = 
[NM/L]. Under this assumption once more two of the M-tuples 
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have to lie in one of the sub cubes Ukt , ... ,kM; i.e. for distinct ni and n'1 we have 

From this with 

we have 

ni = n'1- n~, 

L 1 
L amlni - Pm < N 
i=1 

m=l, ... ,M. 

for all m = 1, ... ,M, as asserted. From 0 ::; ni ::; P ::; NM/L, 0 ::; n'1 ::; P::; 
NM/L we obtain Inll ::; NM/L, and since ni and n'1 are distinct, not all the nl 
are equal to zero. In the case L = lone can even assume that n~ > n~ with n1 
a natural number. This proves the theorem above and also finally Proposition 
23. 0 

Finally one can ask how small linear forms 

can occur. 

Corollary 7. For each M -tuple 

(t auxi,· .. , t aMi Xl) 
l=1 (=1 

of linear forms formed from the elements ami of the real M X L matrix, one 
can find integers Xl> •.. , XL, not all equal to zero, which possess the properties 

and 

IXll ::; NM/L for l = 1, ... , L 

L 

LamlXi ::;2L·A·NM/ L - 1 for m=l, ... ,M. 
i=1 
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As before N denotes an arbitrarily chosen natural number and A stands for 
the maximum absolute value among the elements ami. in the matrix above. 

In this estimate what is important above all else is the appearance of more 
variables than linear forms, i.e. in all cases M < L. 

Proof. It is simplest to begin with the M linear forms 

L L 

L ",amiXt = '" . L ami Xl 

i=l i=l 

where the size of the positive constant", will be fixed later. Theorem 2 ensures 
the existence of an M-tuple of integers PI, . .. ,PM with 

L 1 
L ",amlxl - Pm < N ' 
l=l 

where not all the integers xl, ... , XL are equal to zero, and the Xl···., XL 

satisfy the inequalities IXil ~ NM/L. The idea of the proof rests on the con­
sideration, that one can choose", in such a way that IPml < 1, so that all Pm 

must equal o. This succeeds with the help of the estimate 

L L 

IPml= Pm -: L ",amlXi + L ",amlXl 

1=1 l=l 

L 

< Pm - L ",amiXl 

i=l 

One achieves Pm = 0 by setting 

i.e. 

~ + ",LANM/L = 1 , 
N 

1 
LANM/L ' 

assuming that A > O. However the case A = 0 is trivial. As a consequence one 
now has 

L 

'" L amiXi 
i=l 

L 

L amlXi 

i=l 

1 
<­

N 

1 LAN-HM/L 
< - = ----::---

",N 1-~ 
N 
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with which for N ~ 2 the assertion is already proved, given that it is certainly 
true that 

1 
--1 ~2. 
1--

N 
For N = 1 it suffices to put Xi = 1, since the assertion then follows from 

L L 

L amiXi ~ L lamil ~ LA o 
i=l i=l 

In practice the application of Corollary 7 makes it possible to solve systems 
of homogeneous linear equations 

L 

L amiXi = 0, m = 1,2, ... , M , 
i=l 

with more unknowns than equations in integers Xi, when not all the Xi vanish. 
The coefficient matrix of the ami must here consist of integers. It is therefore 
enough to arrive at 

L 

L amiXi < 1 for all m = 1, ... , N 
1=1 

Then (with ami = ami), because of 

L 

"a X < 2LANM/ L - 1 L...J mi i -
i=l 

it is enough to require 2L A NM/L -1 < 1, i.e. N > (2LA)L/(L-M). This result 
ties up the following theorem: 

Corollary 8: Carl Ludwig Siegel's Lemma. If the coefficients ami of the 
M linear forms 

L 

L amlXi, m= 1, ... ,M , 
l=l 

are integral, and if the number L of the variables Xl, ... , XL exceeds M, then 
one can find integers Xi, which are not all zero and which solve the equations 

L L 

L aUXi = 0, ... , L aMlxl = ° . 
l=l i=1 

If one denotes by A the greatest absolute value occurring among the elements 
ami in the coefficient matrix, then one can even arrive at 

M. 

IXll ~ ([(2LA)~] +1) L • 
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Siegel applied this result in the proof of the transcendence of certain real 
numbers. 

Exercises on Chapter 1 

An asterix indicates a harder exercise. 

1. Find integers p, q with 1 ~ q ~. 50 so that l7rq - pi < 510. 

2. For each natural number N > 1 find some real number a, so that, for all 
integers p, q with 1 ~ q < N, we have laq - pi ~ -to (This means that the 
inequality 1 ~ q ~ N in Theorem 1 cannot be sharpened.) 

3. For each real number x let (x) denote the distance from x to the nearest 
integer. Then 

is called the type of a. Show that: 
(i) If a is rational, then 7](a) = 00. 

(ii) For all real a, 7](a) ~ 1 . 

4. Let (9n ) .. ;::1 be a monotonically increasing sequence of natural numbers, 2 < 92 
and lim n _ oo 9n = 00. For n ~ 1 let Zn E {O, I}, and for n ~ ° let 

n 

Gn = !h ... 9n , Pn = Gn L Zk . 
91·. ·9k 

"'=1 

Write a = 2:~1 91~.~9k. Show that for n ~ 0, Zn+1 = [Gn + 1 a] - Pn 9n+1. 

5. Let (9 .. ) .. ;::1 be a monotonically increasing sequence of natural numbers, 2 < 92 
and lim n _ oo 9n = 00. For n ~ 1 let Zn, Wn E {O, I} and 

00 00 L Zk = L Wk • 

"'=1 91.· ·9'" k=1 91.· ·9'" 

Show that, for n ~ 1 , Wn = Zn . 

6. Let cp : IN -> (0,1] and a be irrational. cp is called an approximation function 
for a, if there exist infinitely many rational numbers ~ with laq - pi < cp( q). 

q 

By A( cp) we denote the set of all a E JR \ <Q having cp as an approximation 
function. Show that if a E A( cp) and (Pn, qn )n;::1 is a sequence of distinct pairs 
in 7L. X IN with laq .. - Pnl < cp(q .. ) , then lim'Hoo qn = 00. 

* 7. Let cp: IN -> (0,1]. Show that A(cp) has the same cardinality as JR. 

8. Let cp: IN -> (0,1]. Show that A(cp) is dense in JR. 

* 9. Let cp : IN -> (0,1] and 2:~1 cp(q) < 00. Show that A(cp) has measure zero, 
(Chinchin's theorem). 

10. Let a be irrational. For all natural numbers k suppose there exists a rational 
number ~ with q > 1 and la - ~ I < q-"'. Then a is called a Liouville number. 
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Denote the set of all Liouville numbers by C. For k ~ 1 let <pk : IN -+ (0,1] be 
given by <Pk( q) = q-k. Show that the following statements are equivalent: 
(i) a E C 

00 

(ii) a E n A(<pk) 
k=l 

(iii) a ~ CQ and "l(a) = 00. 

* 11. Let a be a real algebraic irrational number, which satisfies a polynomial of 
degree n with integral coefficients. Show that there exists some c > 0, so that, 
for all ~ E CQ, la - ~I ~ cq-n (Liouville's theorem). 

12. Show that each Liouville number is transcendental, and that C is a dense, 
uncountable subset of JR with measure zero. 

13. Show that CQ* • C = C and that CQ + C = C. 

* 14. Show that C + C = JR (Erdos' theorem). 

15. For n E IN let Fn = H : (a,b) E 71. X IN, b::; n}. Fn is called the nth Farey 
series. Show that Fn is neither bounded above nor below, and has no point of 
accumulation. Hence for t E Fn, ( -00, t )nFn has a greatest (resp. (t, 00 )nFn 
a smallest) element. This is called the lower (resp. upper) neighbour of t in 
Fn. 

16. Let t, ~,'7 be fractions with b, d, f E IN and let lad - bcl = 1. Show that 
there exist integers x, y with ax + cy = e, bx + dy = f, and that '7 then lies 
(properly) between t and ~, when these are positive. 

17. Let t, ~ be fractions with b, d E IN and lad - bcl = 1. Show: 
(i) If max(b, d) ::; n < b + d, then t is a neighbour of ~ in Fn. 
(ii) If b + d ::; n, then t is not a neighbour of ~ in Fn. 

18. Let t, ~ be fractions in F n , b,d E IN and g.c.d.(a,b) = g.c.d.(c,d) = 1. Show 
that the following statements are equivalent: 
(i) t and ~ are neighbours in Fn. 
(ii) n < b + d and lad - bcl = 1. 

* 19. Let a be a real and n a natural number. In lowest terms let the fractions t 
and ~ be neighbours in F n , and so chosen that t ::; a < ~. Then one of the 

three fractions ~ E {t, ~, m} satisfies the inequality 

20. Let a be irrational. Then there exist infinitely many fractions ~ with 

(Hurwitz' theorem) . 

Hints for the Exercises on Chapter 1 

7. Let Z = {(Zn)n;?:l : for all n ~ 1, Zn E {O,l} and for infinitely many n, 
Zn = 1}. This set has the same cardinality as JR. One can choose a monotone 



18 1. The Dirichlet Approximation Theorem 

increasing sequence of natural numbers (q,,)n>l with lim" ..... oo q" = 00 and 
q,,+l > 1 + tp(ql~ •• qn) for n ~ O. By (5) the map'IjJ: Z -+ A(<p), 'IjJ((z")n~d = 
,",00 1 ~ is injective. L..J,,= Ql ... qn 

9. It is enough to show that for each 9 E IN, A( <p) n [-g, g] has measure zero. For 
this show 

A(<p)n[-g,g]~ nO u (~-<p~q),~+<p~q») . 
N=l Q=N 11'1::;gQ 

11. Let m(x) E Z[x] be irreducible, mea) = O. Put Cl = sUPI",_aI9im'(x)i and C = 
min(l, ell). Then without loss of generality one can suppose that la - ~ I ~ 1. 
By the mean-value theorem there exists some Xo between a and ~ with 

14. By (13) it suffices to show that each a E (0,1), a rt. CQ u £, is a sum of two 
Liouville numbers. Let a = 2:;'=1 ak2-k be the dyadic expansion of a. It is 
possible to define a sequence (nkh>l of natural numbers by nk! ~ k < (nk+1)! 
and for k ~ 1 to put -

00 00 

(J = L bkTk , I = L ek2-k . 

k=l k=l 

Show that with qk = 2(2k)!-1 and Pk = qk 2: bj2-i, we have 
1::;i«2k)! 

18. In order to prove (i) =? (ii) choose w.l.o.g. b ~ d and xo, yo E Z so that 
dxo - eyo = sgn(ad - be). For t E Z let Xt = Xo + et, Yt = yo + dt and choose t 
maximal w.r.t. the condition Yt ~ d. By (17) ~ is a neighbour of J in Fd and 
indeed an upper neighbour, if it is f. Hence ~ = f. 

19. W.l.o.g. let f ~ a < $ < J. One argues by contradiction. From (18) by 
addition of suitable inequalities one obtains 

1 > 1 (1 1) 
b(b+d)-VS b2 +(b+d)2 

1 1 (1 1) 
and bd ~ VS b2 + d2 

However there exists no rational number x = 1, which satisfies 

VS > x + 1 + ~1 and J5 > x + .! - x+ - x 
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By the Dirichlet approximation theorem, for each real number a and each 
natural number N there exists an integer p and a natural number n :::; N 
with lan - pi < I/N. If instead of the real number a and the real line lR one 
considers only the fractional part a - [a] = {a} and the half-open interval 
[0,1[, i.e. one identifies two real numbers if they differ only by an integer, 
then from the algebraic point of view this implies a reduction to numbers 
modulo 1 and passage from IR to IR/lL. From the geometric point of view it 
involves rolling up the real line onto a circle of circumference 1, where the 
circle replaces the unit interval [0,1[. Topologically open sets on the circle are 
identified as open sets on [0,1[, i.e. neighbourhoods in [0, 1[ are defined by the 
quotient topology in lR/ll.. Considered in this way Dirichlet's theorem states 

Proposition 1. In each neighbourhood of zero there are infinitely many num­
bers of the form an(modulo 1) where n runs through the natural numbers and 
a is real and arbitrary. 

Here one must distinguish more carefully between rational and irrational 
a. The rationals a = alb form the singular case: for all integral multiples 
n = kb of b one has an == O(mod 1). If the highest common factor (a, b) = 1, 
the remaining multiples an in any case cannot lie in each neighbourhood of the 
zero point. In the regular case of irrational a on the other hand it can never 
happen that an == O( mod 1) for n i= O. That one limits oneself in the Dirichlet 
theorem to neighbourhoods of the zero point characterises the theorem as 
a statement about a homogeneous approximation problem - similar to the 
theory of systems of linear equations 

L 

Lam£X£ = f3m, m = 1, ... ,M , 
£=1 

which is said to be homogeneous if 131 = ... = f3M = O. For a system of singular 
linear equations with arbitrary values f3m on the right-hand side there in 
general exists no solution. One obtains a similar result in approximation theory 
by passing from the singular case of a rational number to the inhomogeneous 
approximation problem. 
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Proposition 2. For rational numbers a = a/b it is impossible to find for each 
real 13 and each positive number e: integers n,p for which the inequality 

lan - 13 - pi < e: 

holds. 7 

Proof. If this were the case (assuming b > 0) then lan-bp-bf3l < be:, which for 
13 = l/bVSleads to the realisation that there must be some integer g = an-bp 
with Ig - I/VSI < be:. However since 

111 
v'B = 2v'2 <"2 

1/v'B is at least a distance I/VS from the nearest integer, and moreover 

_1_ < Ig -....!....I < be: 
VS- VS 

it follows that e: > l/bVS. But this contradicts the assumption that one can 
take e: > ° to be arbitrarily small. 0 

On the other hand analogously to systems of linear equations, in approxi­
mation theory for the regular case of an irrational a the inhomogeneous ap­
proximation problem is always solvable. This is the core of the statement of 
the Kronecker theorem. 

Theorem 1: Kronecker's Approximation Theorem. For each irrational 
number a, each real number 13, each preassigned arbitrarily small number 
e: > 0, and arbitrarily large number il, there exist integers p and n with 
1nl ~ il and lan - 13 - pi < e:. 

If we reduce modulo 1 the integral part p falls away from an - 13 - p, 
and we can formulate the Kronecker approximation theorem in the following 
simpler manner. 

Corollary 1. For each irrational number a infinitely many of the numbers an 
modulo 1 lie in each arbitrarily small e:-neighbourhood of an arbitrary element 
13 from [0,1[. 

Even simpler: 

Corollary 2. For each irrational number a the set of numbers an reduced 
modulo 1 is dense in the whole interval [0,1[. 

Proof. For the proof of the Kronecker theorem one starts from the fact that 
there exists an integer g and a natural number q with 
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o < laq - gl < e . 
The left-hand inequality holds because of the irrationality of a, and one ob­
tains the right-hand inequality by means of the Dirichlet theorem by choosing 
N ~ lie. Now form the equations n = kq, p = kg + c, where the integers k 
and c are to be determined in the course of the proof. Since one must have 

lan -,8 - pi = Ik(aq - g) -,8 - cl 

=Iaq-gl·lk- ,8+c I 
aq-g 

remaining smaller than e, fix k by means of the equation 

k=[,8+C]+l. 
aq-g 

Finally choose c so that 1nl ~ n. Because 1nl = qlkl it suffices to restrict 
oneself to Ikl ~ n, that is, 

The inequality 

1 ,8+cl~n+1 aq-g 

I ,8 + cl> lel _ 1,81 
aq - 9 - laq - gl laq - gl 

shows that the condition above is guaranteed, if one ensures that Icl > 
(n + l)laq - gl + 1,81. In this way not only is 

lan - ,8 - pi < e 

guaranteed, but also 1nl ~ n, which was to be proved. o 

Remarks. (1) It is possible to require that either n ~ n, or n ::; -no In order 
to achieve n ~ n one has to take care of k > o. The proof allows an arbitrary 
preliminary choice of c. For n ~ n it suffices to let c have the same sign as 
aq - g. Then from 

k = [ ,8 + c] + 1> _c __ 1_,8_1 
aq - 9 - aq - 9 aq - 9 

>(n+I_,8 1)_1_,8 I=n 
aq - 9 aq - 9 

one does indeed have k > o. If on the other hand one wants to achieve n ::; -n, 
one requires that c have the same sign as 9 - aq. Then 

k = [ ,8 + c] + 1 < -I_c-I + 1_,8_1 + 1 
aq - 9 - aq - 9 aq - 9 , 

_k~l_c 1_1_,8 1-1~n, 
aq - 9 aq - 9 

k::; -n , 
which implies that k < o. 
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One might think that more simply one can justify the free choice of sign 
by replacing 

lan - /3 - pi < c 

by 
la( -n) - (-/3) - (-p)1 < c 

However this justification fails because n depends on /3 - the earlier argument 
still stands. 

(2) One could have shown immediately that n ~ il, had one known that, 
for each irrational a, each real /3 and each c > 0, there exists an integer p 
and a natural number n with lan - /3 - pi < c, i.e. the introduction of c into 
the proof would not have been necessary. Then one would have been able to 
replace /3 by /3' = /3 - ail and for integral p' and natural number n' to obtain 

lan' - /3' - p'l = la(n' + il) - /3 - p'l < c . 

When n = n' +il, p = p' this implies that n ~ il (supposing that il is a natural 
number). This argument fails in the generalisation to several dimensions. 

(3) The Kronecker theorem gives arbitrarily large lower bounds for n, 
while one is accustomed to upper bounds for n from the Dirichlet theorem. 
Indeed it is not possible to give a constant K(c) dependent only on c, so that 
for arbitrary irrational a and real /3 one can always find an integer p and a 
natural number n ~ K(c) with lan - /3 - pi < c. For example, if {) is some 
irrational number lying between 0 and 1 and /3 = t, then from the existence 
of n ~ K(l/S) = K and p with 

I {)n _ ~ _ pi < ~ . - ~ < {)n - ~ - p < ~ 
2K 4 S' S 2K 4 S' 

7 {) 7 {)n 1 3 
--<---<-----<p 

S 2K S - 2K 8 4 

1 3 {)n 5 lK 1 
< - - - + - < -- + - = --

S 4 2K S 2K S 

it would follow that the integer p would have to satisfy the impossible inequal­
ity 

-7/S<p<-1/8. 

Instead of a single irrational number a the multidimensional version of 
the Kronecker theorem makes use of L real numbers a1, ... , aL which are 
linearly independent over 71.. By this we mean that for all integers Xl, ... , XL 

the integral nature of the expression 

L 

LXlal 

1=1 
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must imply that Xl = X2 = " . = XL = 0. For example, if a single number a 
is dependent over 7l. (L = 1) there exists an integer n different from zero so 
that na = P is likewise integral, i.e. a = pin is rational. Conversely a single 
irrational number is linearly independent over 7l.. 

Theorem 2: Multidimensional Kronecker Approximation Theorem. 
Let a1, . .. , aL be real numbers linearly independent over 7l., f31,"" f3L ar­
bitrary real numbers and c:, Q arbitrary positive numbers, then one can find 
integers n and PI. ... , PL with 

where 1nl 2 Q and the sign of n can be arbitrarily chosen. 8 

Before giving the proof let us give a short sketch of the importance of 
this theorem. Again consider the numbers aI, ... , a L modulo 1, that is we are 
interested only in their fractional parts. Instead of the space JR L of all real 
L-tuples we now work in the space JRL 17l.L of L-tuples reduced modulo 1. 
The relation 

f= 1, ... ,L , 

shows that the integers PI, ... , P L only play a marginal role in the theorem. 
The following statement is important: 

Corollary 3. Given L numbers aI, ... , aL linearly independent over 7l., there 
are infinitely many L-tuples (a1n, ... ,aLn), n = 1,2, ... (modulo 12 in each 
arbitrarily small c:-neighbourhood of an L-tuple (f31,' .. , rh) from JR 17l.L. 

Here one considers that as a set JRL 17l.L agrees with the L-dimenslonal 
unit cube [0,1 [L, but is equipped with the quotient topology of JR L 17l. L. From 
the geometric point of view this implies the identification of pairs of opposite 
(L - I)-dimensional bounding surfaces. For this reason JRL 17l.L is called the 
L-dimensional torus. 
Seen in this way the Kronecker theorem states 

Corollary 4. For L numbers a1, ... , aL linearly independent over 7l. the set 
of L-tuples (a1n, ... ,aLn) reduced modulo 1 is everywhere dense in the L­
dimensional torus [0, I[L. 

Proof. In 1934 Estermann carried out the full inductive proof of the Kronecker 
theorem; for L = 1 we have the conclusion of Theorem 1. The inductive as­
sumption is that Theorem 2 holds as stated for L' = L - 1, and in order to 
carry out the inductive step we take L numbers aI, ... , a L linearly indepen­
dent over 7l., real numbers f31, ... , f3 L and arbitrarily chosen positive c: and Q. 
With the help of a positive number 6, whose magnitude will be given in the 
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------- -------

I 
! 

~ 

Fig. 2. Construction of the torus from the unit square 

course of the proof, one can find integers gl, . .. , gLand a natural number q 
with 

o < lalq - gll < 8, R = 1, ... ,L . 

The left-hand inequalities follow from the irrationality of the al, the right­
hand from the multidimensional version of the Dirichlet approximation theo­
rem. One has only to take N ~ 1/8. 

As for a single dimension put n = kq, P1 = kg1 + Cl,.·· ,PL = kgL + CL 

with as yet undetermined k and Cl,"" CL. We then have 

For the last component R = L Estermann argues analogously to the one­
dimensional case. He puts 

where {) with 0 < {) ::; 1 increases the fraction as written to the next larger 
integer. In this -way he obtains 

and also that n is positive or negative depending on whether CL has the same 
sign as aLq - gL or not. For R' = 1,2, ... ,L -1 = L' Estermann now considers 
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0i,n - f3i' - Pi' = oi,kq - f3i' - kgi , - Ci' 

= Oi,q (f3L +CL +'19) _ (f3L +CL +'19) gi' 
0Lq - gL oLq - gL 

- f3i' - Ci' 

=CL (Ot,q-gt,) _ (f3t, _ f3L(Ot,q-gt,») 
0Lq - gL OLq - gL 

-Ct' +t9(Ot,q-gi') 

and defines the numbers a1, ... ,aL-1 and ~1' ..• '~L-1 by 

The ab' .. , aL-1 are linearly independent over 71.. For with integral parame­
ters x 1, ... , X L the equation 

leads to 

L-1 

L Xi,ai' +XL 
i'=l 

L L 

L qX(Oi = L xigt , 
i=l i=l 

which because of the linear independence of 01,"" 0L over 71.., implies that 
qX1 = ... = qXL = 0 and then also Xl = ... = XL = O. Besides this one has 

10i,n - f3i' - Pi' I 
~ ICLat , - ~t' - Ct' I + lOt, q - gt' I 

< Iqat , - ~i' - Ct' I + 0 . 

Given the inductive assumption there exists an integer n with 

and integers Pt', for which 

la(,n - ~i' - Pt'1 < 0 

Moreover the sign of n can be freely chosen. Since CL only has to satisfy the 
condition 

!cL I ~ illoLq - nl + If3LI 

and one may suppose the sign of n as already given, it is possible to set CL = n, 
and Ct' = Pt,. In this way one obtains not only 1nl ~ il, 
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but also 
100ln - /3t - ptl < 2S 

for all f. Since there is no problem in taking S to be smaller than c:/2, Ester­
mann has completed his proof of the theorem. 0 

Bohl, Sierpinski and Weyl found another proof of the Kronecker approxi­
mation theorem by passing from the sequence 

{{O:ln}, ... , {O:Ln}) = (O:ln - [O:ln], ... ,00Ln - [O:Ln]), 

n = 1,2, ... 

in IRL /7LL to arbitrary sequences Wt with elements (w1(n), ... ,wL{n)), n = 
1,2, .... 

If J = [0:1, /3dx ... X [O:L, /3d is some parallelepiped in [0, I[L aligned along 
the axes and by A{wt, N, J) one counts the number of sequence elements lying 
in J from among 

then Wt is said to be uniformly di3tributed in [0, I[L if the quantity A(wjf,J) 

tends as N -+ 00 to the volume vol{J) = {/31 - 0:1)'" (/3L - o:d of the 
arbitrarily chosen solid. A sequence W£ in IR L is said to be uniformly di3tributed 
modulo 1, if the mod 1 reduced sequence {wt} with typical element 

(W1{n) - [W1 (n)], ... , wL{n) - [wL{n)]), 

n = 1,2,3, ... , 

is uniformly distributed. Since each non-empty open subset has positive vol­
ume, the following statement is immediate: 

Proposition 3. Each uniformly di3tributed 3equence i3 den3e in [0, I[L. 

The assertion 

Proposition 4. If 0:1, ... ,O:L are linearly independent over 7L, the 3equence 
of L-tuple3 (O:ln, ... ,00Ln), n = 1,2, ... i3 uniformly di3tributed modulo 1, 

contains the conclusion of Kronecker's theorem. This asserts only the den­
sity of this sequence. Weyl's method of proof rest on a reformulation of the 
definition of "uniformly distributed". 

Let CJ denote the characteristic function of the parallelepiped J in [0, I[L, 
i.e. cJ{Xt) = 1 if (Xl,'" ,XL) belongs to J and cJ(Xt) equals zero otherwise. 
Then 

N 
A(Wl,N,J) 1 L ( ()) = - CJ Wl n N N 

n=l 
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If for an arbitrary function I on [0,1 [L one defines the positive linear functional 
#Wt N by 

1 N 
#WtN (f) = N L I (wt(n» , 

n=l 

then the definition of uniform distribution asserts that for all characteristic 
functions 1= CJ of parallelepipeds one has 

11 11 lim #WlN (f) = vole J) = . . . I( Xt) dX1 ... dx L 
n-oo 0 0 

The linearity of the functional implies that 

for all step functions. This relation then holds for all Riemann integrable func­
tions. 

Thus if I is lliemann integrable (and real-valued), then we can find two 
step functions 11, h with !t ::; I ::; h, the integrals of which differ from each 
other by an arbitrarily small amount: 

11 ... 11 
h(x1"'" XL)dx1 ... dXL 

-11 ... 11 
!t(X1,"" XL)dX1'" dXL < e 

From 

= 11 
... 11 

11(X1, ... ,XL)dx1 ... dx L 

~ 11 
... 11 

I(X1, ... ,XL)dx 1 ... dXL-e 

it follows that for sufficiently large N 

which forces 
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Analogously one obtains 

N 

1 '" # N N ~ f (w1(n), ... ,wL(n)) = Wt (f) 
n=l 

< 11 ... 11 
f(x1,"" XL)dx1 ... dXL + 2c 

With this calculation one has already shown part of the basic theorem from 
Weyl's theory of uniform distribution. 

Theorem 3: Weyl's Criterion. A sequence Wt in }RL is uniformly dis­
tributed modulo 1, if for all integral L-tuples (hI,' .. ,hL) which are different 
from (0, ... ,0) one has 

1 N L 

1· L 2'11';" hl"'l(n) 0 lm - e L.Jl=l = 
N--oo N 

n=l 

It is clear that in the presence of the uniform distribution of Wt modulo 
1 the criterion holds, for the exponential function, because of its periodicity, 
does not distinguish between the sequence and its reduction modulo 1. If not 
all hI, ... , h L are equal to zero, then 

2'11'; 2: _ hlXl _ 11 11 L 
o ..• 0 e l_l dX1 ... dXL - 0 

holds. 
It remains only to prove that, if the sequence satisfies the criterion, then 

it is indeed uniformly distributed modulo 1. Of course the equation set out in 
the criterion holds when hI = ... = hL = 0, 

If it also holds for all other integral ht, then because of the linearity of the 
functional it holds for all trignometric polynomials. By the Weierstrass ap­
proximation theorem, for each real-valued continuous f (with period 1 in each 
component) one can construct a real-valued trignometric polynomial f~ with 
If - f~1 < c, c assumed to be arbitrarily small. The functions It = f~ - c, 
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h = le + c are two trignometric polynomials which catch I between them, 
and for which the integrals 

11 ... 11 
It(X1,"" XL)dx1 ... dXL , 

11 
... 11 

h(X1, ... ,XL)dx1 ... dxL 

differ from each other by 2c. Analogously to the argument carried out above 
one obtains 

If J = [al,.Bdx ... x [aL,.BL[ denotes a subparallelepiped of [0, I[L and CJ is 
the characteristic function of J, extended with period 1 to all of IR L, then one 
can give continuous functions It, h with It :::; CJ :::; h and make the difference 
between the integrals 

11 ... 11 
h(X1,"" XL)dX1 ... dXL 

-11 ... 11 
It(Xl,"" XL)dx1 ... dXL 

arbitrarily small. Thus, if in the case .Bt - at < 1 for a sufficiently small cone 
puts 

9t(X) = 

x -at 
c 

1, at + c :::; x < .Bt - c 

.Bt - c :::; x < .Bt 

0, .Bt :::; x < 1 + at , 

1, 

(.Bt + c) - x 
C 

0, 

.Bt :::; X < .Bt + c 

.Bt + c :::; x < 1 + at - c , 

extends this function to IR with period 1, and for .Bt - at = 1 writes 9t( x) = 
Gt(x) = 1, then for 
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h(Xll ... ,XL)=gl(X1)· ... ·gL(XL) , 

h(X1,'" ,xL) = G1(X1)· ... · GL(xL) 

one does indeed obtain continuous functions with the desired property. Be­
cause of this property one obtains 

= 11 ... 11 
CJ(X1, ... ,xL)dX1 ... dXL 

= vol(J) , 

which proves the uniform distribution of Wl modulo 1. 
In the example of the sequence 

(WI(n), ... ,wL(n» = (aln, ... ,aLn) 

n = 1,2, ... , 

with aI, ... , aL linearly independent over 71.., for integral hI"", hL the inte­
grality of hla1 + ... + hLaL is only possible if hI = ... = hL = O. In all other 
cases, because of the sum formula for the geometric series, we have 

N L N L 
~ 21ri'"' htwt(n) ~ 21ri'"' htOit"n 
~ e L..Jt=l = ~ e L..Jt=l 

n=I n=I 

The denominator is different from zero and independent of N; the numerator 
is bounded in absolute value by 2. This proves Proposition 4 and hence once 
again Theorem 2. 0 

Weyl tried to obtain further examples of uniformly distributed sequences 
modulo 1. For these we first prove the following subsidiary result: 

Lemma 1: Fundamental Inequality of van der Corput. Let f denote 
a complex-valued function defined on the natural numbers with If(n)1 = 1 for 
all n = 1,2,. " " , N, then for all Q ::; N one has the inequality 

N 2 

L f(n) 
n=I 
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Proof. For the sake of simplicity suppose that for all integers k ::; 0 and k > N, 
f(k) is put equal to zero, so that we have 

N Q 00 

Q L f(n) = L L f(k + r) 
n=l r=l k=-oo 

00 Q N-l Q 

= L L f(k+r) = L L f(k+r) 
k=-oo r=l k=-Q r=l 

Applying the Schwarz inequality gives 

N 2 N-l 

Q L f(n) <L 
N-l 

1· L 
Q 

Lf(k+r) 

2 

n=l ~-Q ~-Q ~l 

= (N + Q). ,f;;oo (t, f(k + r) t. f(k+ S)) 
Q 00 

=(N+Q)· L L f(k+r)f(k+s) 
r,s=l k=-oo 

[ 
Q 00 

= (N + Q) r~l kI=oo f(k + r)f(k + s) 

Q 00 

+ L L f(k+r)f(k+s) 

The first summand in the square brackets is 

Q 00 

L L f(k+r)f(k+s) 
r .• =l k=-oo 

Q N-r 

=L L If(k+r)1 2 =NQ 
r=l k=-r+l 

For the second summand we make the substitution s = r + q, q ::; Q - r, so 
that 
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Q <Xl 

L L f(k+r)f(k+s) 
,.,.=1 k=-oo 
r<. 

Q Q-r <Xl 

= L L L f(k+r)f(k+r+q) 
r=1 q=1 k=-oo 

Q Q-q <Xl 

= L L L f(k+r)f(k+r+q) 
q=1 r=1 k=-oo 

Q Q-q 00 

= L L L f(n)f(n+q) 
q=1 r=1 n=-oo 

Q 00 

= L(Q-q) L f(n)f(n+q) 
q=1 n=-oo 

Q N-q 

= L(Q - q) L f(n)f(n + q) . 
q=1 n=1 

The third summand is complex conjugate to the second, hence 

N 2 

QL f(n) 
n=1 

holds. Division by Q2 proves the fundamental inequality. 10 From this follows 
very quickly 

Theorem 4: Main Theorem of the Theory of Uniform Distribution. 
If the difference sequences Llqw with .Llqw = w( n + q) - w( n) of a real-valued 
sequence ware uniformly distributed modulo 1 for all natural numbers q, then 
w itself is also uniformly distributed modulo 1. 

Proof. The fundamental inequality 

N 2 

~ L e27rihw(n) 

n=1 
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and the assumption of the theorem, namely that for integral h i- 0 one has 

imply that 

N-q . 
= lim N - q . _1_ ~ e2l1"ih..:1qw(n) = 0 

N-+oo N N - q L...J 
n=1 

_ 1 N 
1· L e2l1"ihw(n) 
Im N2 N-+oo 

n=1 

2 
1 

<--Q 

Q can be chosen to be arbitrarily large. Because 

the Weyl criterion demonstrates the validity of the theorem. o 

As an illustrative example let p be a polynomial of degree K ~ 1, and 
consider the resulting one dimensional sequence w with wen) = pen). In the 
case K = 1 the Kronecker approximation theorem shows that an irrational 
coefficient of the linear member is necessary and sufficient for the uniform 
distribution of w modulo 1. Let us inductively assume that these sequences 
are uniformly distributed modulo 1 for all degrees between 1 and K, so long 
as the leading coefficient of the polynomial is irrational. In 

p(x) = AK+IXK+I + AKX K + ... 
let AK+I denote an irrational number. For each integer q i- 0 

p(x + q) - p(x) 

= AK+I ((x + q)K+1 - x K+1) + AK ((x + q)K _ x K) + ... 

(
K+I ) 

A ~ (K + 1) k K+I-k = K+I L...J k q X 
k=1 

forms a polynomial of degree K with the irrational leading coefficient 

Since by the inductive assumption Llqw with Llqw( n) = p( n + q) - p( n) is uni­
formly distributed modulo 1 for all natural numbers q, by the Main Theorem 
this also holds for w with wen) = pen). Thus 
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Corollary 5: Weyl's Theorem. A non-constant polynomial P having an ir­
rational coefficient for the term of highest degree yields a uniformly distributed 
sequence w modulo 1 with w(n) = p(n). 9 

In particular it follows from this that for an irrational a and integers 
hI, . .. ,hL, which are not all zero, 

N 
1· 1 L . 21ri "L hlanl 0 lm - e L.Jl=l = 

N-+oo N 
n=l 

This holds since the polynomial 

p(x) = hlax + h2 ax2 + ... + hLaxL 

yields a uniformly distributed sequence modulo 1. If one interprets the formula 
above as 

1 N L 

1· L 21ri" hlWl(n) 0 lm - e L.Jl=l = 
N-+oo N 

n=l 

with the L-dimensional sequence Wi given by wt(n) = ani, then as an imme­
diate consequence we have: 

Corollary 6. For each irrational number a the L-dimensional sequence 
(an, an2 , • .. ,anL ), n = 1,2, ... describes a uniformly distributed sequence 
modulo 1. 

Corollary 7. For each irrational number a, arbitrary real numbers (31, ... , (3 L 

and arbitrary positive numbers c, D, one can always find integers nand 
PI,··· ,PL with 

where n 2: D. 

PII < c, 
P21 < c, 

.............................. , 
lan L (3L PLI < c 

Exercises on Chapter 2 

1. Find two discrete subgroups Q; and S) in IRn so that Q; + S) is dense in IRn. 

2. Let a r;. ~,t: > 0 and f3 some real number. Show that there exist infinitely 
many pairs (p, q) E 7l. X IN with 0 < aq - p - f3 < t:-

3. Suppose given the digits Zl, .•• , ZN E {O, 1, ... , 9}, Zl =1= o. Show that there 
exists some natural number n so that the numeral representation of 2n in base 
10 begins with Zl ••• ZN. 
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* 4. Let a, f3 be real numbers, (p, q) E 71.. X 1N with g.c.d.(p, q) = 1, and suppose 
that la - ! I < Tsq2. Show that there exist integers x, y with Ixl ~ 3 and 

lax - y - f31 < 1~5 (Chebyshev's theorem). 

5. Let a be an irrational and f3 a real number. Show that there exist infinitely 
many pairs (p, q) E 71.. X 1N with laq - p - f31 < 210;5. 

6. Let M ~ JR. M is called linearly independent over 71.., if each finite subset of 
M is linearly independent over 71... Apply the transcendence of e in order to 
show that {log p : p prime} is linearly independent over 71... 

* 7. Let M = {g1/2 : g E 1N,g > 1 and square free}. Show that M is linearly 
independent over 71.. (Besicovitch's theorem). 

8. Let x be a real number. Then {x} = x - [x] is called the fractional part of x. 
Show that ({logn}k~1 is dense in [0,1]. 

9. Let (X n ),,>1 be a sequence in (0,1) and € > O. Find an open set M of measure 

~ €, so th~t M ~ (0,1) and limN ..... oo 11 L:~=1 CM(Xn) = 1. What can be said 
about M in the case that (Xn)n~1 is uniformly distributed? 

10. Let (!:-) be a mod 1 uniformly distributed sequence of rational numbers with 
g.c.d. (p", q,,) = 1 for n ~ 1. Show that 

11. Let a fI. ~ and 0 ~ x ~ 1. Show that 

N 

lim N1 " C[O,x)({sin27rna}) 
N_oo L....J 

n=1 

exists, and calculate this limiting value. Deduce from this that 
(sin 27rna )n~1 is not uniformly distributed mod 1. 

12. Let a be a real number. Show that a fI. ~ if and only if ({sin 27rna} )"~1 is 
dense in [0,1]. 

* 13. If (xn)n>1 is uniformly distributed mod 1, then so is (xn +logn)n~1 (Rindler, 
1972). -

14. Show that (log n)n~1 is not uniformly distributed mod 1. 

15. Let (x")n>1 be uniformly distributed mod 1 and (Yn)n>1 a sequence of real 

numbers ~ith limN ..... oo 11 L:~=1 IYn I = o. Show that (;n + Yn) is uniformly 
distributed mod 1. 

16. Let Fo = Ft = 1 and for n ~ 1 Fn+l = F" + Fn- 1 • The numbers (Fn)n>l 
are called Fibonacci numbers. By applying the transcendence of e show that 
(log Fn)n~l is uniformly distributed mod 1. 

* 17. Let I : [1,(0) -+ JR be differentiable, l' > 0 and I' monotone decreasing. 
Suppose further that limx ..... oo I'(x) = 0 and limx ..... oo xl'(x) = 00. Show that 

(/(n)) is uniformly distributed mod 1. 
n~l 
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18. Let k be a natural number and f : [1,00) -- IR be k-fold differentiable. Let 
f(k) be monotone decreasing, lim",_oo f(k)(x) = 0 and lim",_oo xJ<k)(x) = 00. 

Show that (f(n)) is uniformly distributed mod 1 (Fejer's theorem). 
n~1 

19. Let 17 be a positive, non-integral number and a "f:. 0 real. Show that (anU)n~1 
is uniformly distributed mod 1. 

* 20. Let x E [0,1]. Calculate 

N 

limN _ oo ~ L C[o,,,,)({logn}) and 
n=1 

Hints for the Exercises on Chapter 2 

4. Choose b' E 7l. so that Ib' - ,8ql ::; 1/2 and Xo, yo E 71.. so that b' = pXo - qyo. 
Let XI = Xo + qt, YI = yo + pt, and choose t so that Ixtl ::; q/2. 

5. As in (4), but choose t E 71.. so that 1 ::; XI ::; q. 

7. Let {g~/2, ... , g!/2} be linearly dependent over 71.., and k chosen as small 

as possible. Put K = ~(v'91, ... ,v'gk-l)'...[9k = 2:;:11 a;.;g;+ak, with 
a; E ~(1 ::; i ::; k). For each homomorphism 17 : K __ C,l ::; i ::; k, put 
{;(17) E {-1,1} when 17(.;g;) = {;(I7).;g;. Show that K is normal over~, 
{;(17) = q(l7) for 1 ::; i::; k and 17 E G (= Galois group of K over ~). {k is a 
homomorphism with trivial kernel. 

13. Note that for each convergent sequence of complex numbers (a n )n>1 the se­

quence (-k 2::=1 an t>1 converges to the same limit. Now apply Abel trans­
formation from Chapter 4, the Weyl criterion and the inequality 

le;'" - e;YI ::; Ix - yl for x, y E IR . 

17. Apply the Weyl criterion, the Euler sum formula from Chapter 4 and the 
second mean-value theorem from integral calculus. 

18. Use induction on k. Apply the main theorem from the theory of uniform dis­
tribution. 

20. Let g", : [0,1] -- IR, 

-I e - e'" 
g",(t) = 1 - e --1-' for 0::; t < X 

e-

(t) _ 1-1 e'" - 1 
g", - e e -1 ' for x::; t ::; 1 
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Show that for some constant c > 0, 

N 

L C[O,,.)( {log n}) - N 9,.( {log N}) ~ clog N , 
n=1 

so that the sequences (9,.({logN}))N;::1 and (1i 2::=1 C[o,,.)({logn}))N>1 
have the same accumulation points. For this note that -

N 

L C[o,z)({logn}) = L 
n=1 0SpSlog N n=1 

Finally apply (8). 
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So far multidimensional diophantine approximation has concerned only points 
of the number spaces RN or 71. N. If, making use of the language of geome­
try, one passes from number spaces to vector spaces, the concept of an in­
teger in the one-dimensional case and that of an integral N-tuple in RN 
generalises to the natural concept of a lattice. If N linearly independent vec­
tors al, ... , aN are given in an N-dimensional vector space m, by the lattice 
<!S = <!S ( aI, ... , aN) one understands the collection of all vectors 11, which may 
be represented as linear combinations 

N 

1I=9I al+···+9NaN= L9nan 
n=l 

of the an with integral coefficients 9n. 
The linear independence of the al, ... , aN ensures the uniqueness of the 

coefficients 9n. If one restricts oneself to the vector space RN and specifies an 
to be the column vector with 1 in the nth position and zero elsewhere 

one obtains the lattice 7lN described at the beginning. For N = 2,3 one can 
visualize lattices (Fig.3, Fig.4). 
The vectors al, ... , aN form the lattice basis of <!S. If the vector space is 
spanned by the basis vectors tl, ... , tN, one obtains the lattice basis from 
the change of the basis formula: 

N 

an = L amntm 
m=l 

If once and for all one fixes a "standard basis" tl, ... , t N of the vector space 
m, the lattice is specified by giving the transformation matrix with the amn 
as elements. 

Each lattice vector 11, that is each element of the lattice described by 
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Fig. 3. Two-dimensional lattice 

Fig. 4. Three-dimensional lattice 

N 

9 = L gnan 
n=l 

is determined with respect to the basis el,"" eN by the equation 

Proposition 1. The component8 of the lattice vector8 9 in <5 are obtained by 
matrix multiplication 
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where the matrix (amn ) specifies <5, and (gn) is an arbitrary column vector 
from 7L.N. 

If one defines the integral unimodular matrix 

by the properties that all elements are integral and the determinant 

un U12 UIN 

=±1 

then the passage from the matrix (a mn ) to the matrix 

implies no change in the lattice specified by (amn ). For on the one hand, if 
(gn) belongs to 7L.N so does 

and as a consequence 

N N 

L (a~p) (gp) = L (amn)(Unp)(gp) tm 
m=l m=l 

~ i;, (am.) (t, u.,g,) 'm 
N N N 

= L L L amnunpgptm 
m=l n=l p=l 

also belongs to the lattice. On the other hand the inverse matrix of (u mn ) 
(equal to (umn» is also integral and unimodular, since all minors of the ma­
trix (u mn ) are integers, and remain so on dividing by det( u mn ) = ±l. The 
multiplication rule for determinants shows that 
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det(umn)= d / ) =±1. et Umn 

The passage from (a~n) to (amn ) = (a~p) (u pn ) reverses the argument above, 
which indeed implies the equality of the two lattices. Even more is actually 
true: 

Proposition 2. The lattice bases 

N 

an = L amntm, 
m=1 

generate the same lattice ~ if and only if one basis goes over to the other by 
means of an integral unimodular transformation. 

Proof If an and ~ form bases of the same lattice and there exists a change 
of basis, bn = ~m=1 umnam , then the integrality of all the coefficients U mn 
follows because all elements bn belong to the lattice ~(al' ... ' aN) as lattice 
vectors. There must also be a reverse transformation 

N 

Qp = L unpb n 
n=l 

and here also (U np ) can only denote an integral matrix. From the equations 

N N N 

ap = L unpbn = L u np L umnam 
n=l n=1 m=1 

it follows that the matrix product (umn)(u np ) agrees with the unit matrix, 
from which by the multiplication theorem for determinants we have 

Determinants of integral matrices can only be integral, so the only possibility 
is det (umn ) = ±1, showing the validity of the assertion. 0 

In particular it follows from these considerations that the determinants of 
the coefficient matrices (a mn ), (bmn ) of the two lattice bases ab ... , aN and 
b1 , ••. , b N can differ only in sign, provided that the bases generate the same 
lattice. Hence the absolute value of these determinants depends only on the 
lattice ~ itself; it is called the lattice constant 

of ~. 
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Geometrically one comes to grips with the notion of lattice constant, when 
one associates with the vector space m an underlying Euclidean point space 
JP, for which the standard basis tl, ... , t N serves as an orthonormal system. 
By this we mean that to each point P from JP and each vector a from m we can 
associate a new point Q = P + a, in such a way that for any two points P and 

Q from JP the difference a = P - Q = PQ lies in m, and for each three points 

P, Q, R from JP the parallelogram rule PQ + QR = PR holds. If one chooses 
some point 0 from JP as origin, then 0 together with the basis tl, ... , tN form 
a Cartesian coordinate system and the map of an arbitrary point P from JP 
to its coordinate N-tuple (x}, ... , XN) by means of the formula 

P=O+Xltl+ ... +XNtN 

is uniquely invertible. Hence one can write P = (Xl, ... , X N). With the help 
of the coordinate system (0, t}, ... , tN) JP is identified with the space IRN. 

In particular if a}, .. . , aN denotes a lattice basis of <5, then the fundamental 
parallelepiped of this lattice basis is parametrised by the set F of all points 

N 

P = 0 + 6 al + ... + eNaN = 0 + L enan; 0 ~ en < 1 . 
n=l 

The parameters el, ... ,eN run independently of each other through the points 
of the interval [0,1[. 

/ ./.~~ 
Fig. 5. Fundamental parallelepiped of a plane lattice 

Because of 

N N N N 

L xmtm = L enan = L en L amntm 
m=l n=l n=l m=l 

= t, (t, amnen) tm 

one obtains the coordinates P = (Xl, ... , X N) of the points P from F as 
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If one starts from the fact that the standard basis e1, ... , eN spans the unit 
cube of volume one, then the fundamental parallelepiped has volume 

vol(F) = f .p. f dX1·· .dXN 

= 11 ... 11Idet(amn)ld6 .. . d~N = Idet(amn)1 

= d(~) . 

Proposition 3. The volume8 of the fundamental parallelepiped8 of a lattice 
are independent of the ch08en lattice ba8i8 and agree with the lattice con8tant8. 

Besides fundamental parallelepipeds we will now consider general sets of 
points M from JP. Given a vector a from m let M + a denote the set of all 
points Q = P + a, as P runs through the points of M j this is the translate of 
the set M by the vector a. 

Fig. 6. Displacement of a set by a vector 

More generally, if 6 denotes some set of vectors from m, then by M + 6 
one understands the set of all points Q = P + a for an arbitrary P from M 
and an arbitrary a from 6. For example, if 6 = ~ is a lattice, then the sum 
M + ~ is called the figure lattice associated to M by ~ (Fig. 7). 

If one defines the characteristic function CM of the set M by CM(P) = 1 
if P belongs to M, and CM(P) = 0 if P does not belong to M, then from 
the considerations above it follows that a point P belongs to the figure lattice 
M + ~ (respectively does not belong) if and only if 

( resp . L CM(P + g) = 0) 
gE6 

If for all points from JP the formula 
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] o o o o 
D o o 

] o o D o 
Fig. 1. Figure lattice associated to a set by a lattice 

Fig. 8. Example of a covering lattice 

holds, then one calls ~ a covering lattice for M, because in this case M + ~ = 
JP. 

If on the other hand, for all points P from JP the formula 

LCM(P+9)::;1, 
9E~ 

holds, the lattice ~ is said to fill up M; in this case an arbitrary point P can 
belong to at most one of the sets M + 9 with 9 E ~. 

A set M is called a fundamental domain of a lattice ~,if ~ simultaneously 
covers and fills out M. Not only fundamental parallelepipeds but differently 
structured sets can serve as fundamental domains; (none the less they may all 
be assumed to be measurable). 

Formally one defines fundamental domains M by the property 

L CM(P + 9) = 1 
gE~ 
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l 
( 

Fig. 9. Example of a filling lattice 

Fig.lO. Example of a fundamental domain 

for all points P from IP. With the help of the Cartesian coordinate system 
(0, ell"" eN) an arbitrary integrable function f on RN can be considered 
as a function on IP by setting f(P) = f(Xl,"" XN), where (Xl."" XN) are 
the coordinates of P. The integral is defined by 

[ f(P)dP= [00 ... [00 f(Xl, ... ,XN)dxl ... dxN, 
lIP Loo 1-00 

and more generally by 

[ f(P)dP= [00 ... [00 CM(Xl, ... ,XN)f(Xl, ... ,XN)dxl ... dxN 
1M Loo 1-00 

The transformations 
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[ f(P)dP = L [ f(P)dP = L [ f(P - g)dP 
lIP gEe lM+g gEe lM 

= L 1 f(P+ g)dP = 1 (Lf(P+9») dP, 
gEe M M gEe 

hold for a fundamental domain M (in the third equation one uses the fact that 
-g as well as 9 runs through (!5). For example, if for some positive number C 

one has L f(P)dP ~ c· d((!5) 

then for at least one point P of the fundamental parallelepiped F one must 
have 

Lf(P+g) ~ C • 

gEe 

If conversely 

Lf(P+ g) < C 

gEe 

holds for all points P from F, the calculation 

1., f(P)dP = 1. (~f(P +9)) < c· 1. dP 

= c· d((!5) 

would give a contradiction to the assumption. 
If in this example one restricts attention to f = CM, where M is a bounded 

measurable set, the volume of M is given by 

L cM(P)dP = vol(M) . 

The relation 
" vol(M) 
L.J CM(P + g) ~ d((!5) 
gEe 

says that at least vole M) j d( (!5) points of the form P + 9 from (!5 lie in the set 
M. (If vole M) j d( (!5) is not an integer, replace it by the next larger integer z ~ 
vol(M)jd((!5». P+ (!5 is called the point lattice with origin P and the elements 
of P + (!5 are the lattice points of this point lattice. With this terminology one 
formulates the following theorem: 

Proposition 4: Blichfeldt's Theorem. For each lattice· (!5 and each non­
empty, bounded, measurable set M one can find a point P, so that the number 
z of lattice points of the point lattice P + (!5 based at P lying inside the set M 
satisfies z ~ vol(M)jd((!5). 
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Since in Blichfeldt's theorem little is assumed about the set M, it fol­
lows that the point P serving as origin for the point lattice P + 18 remains 
completely unspecified. If one wishes to avoid this lack of precision, then far­
reaching assumptions on the set M are necessary. A set M is said to be 
symmetric with respect to a point Q if P = Q + a belonging to the set implies 
that pI = Q - a also does. Q is called the centre of symmetry of this set. 

Fig.H. Symmetric sets 

A set M is said to be star-shaped with respect to a point Q if P = Q + a 
belonging to the set implies that Pt = Q + t a does also for all 0 ~ t ~ 1. 

Fig. 12. Star-shaped sets 

A set M is called convex if it is star-shaped with respect to each of its 
points. Another criterion for convex sets reads: 

Proposition 5. A set M is convex if and only if for each two points P and Q 
belonging to it so does the line segment consisting of all points R t = P + tPQ, 
O~t~1. 

Theorem 1: Minkowski's Lattice Point Theorem. If P denotes the cen­
tre of symmetry of the symmetric, bounded and convex set K, and 18 is a 
lattice with 

vol(K) > 2N . d(l8) 
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Fig. 13. Convex sets 
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then K contains at least one lattice point Q = P + g, distinct from P, 9 E (5, 

from the point lattice P + (5 based at P. 

Proof. The idea of the proof is to apply Blichfeldt's theorem for the set M of 
all P + ! a, as P + a runs through all points from K. Since 

1 1 
vol(M) = 2N vol(K) > 2N . 2N . d((5) = d((5) 

by Proposition 4 at least two points of the form R + g', R + g" lie in M for 

distinct g', g" from (5. Since P + (PR + g'), P + (PR + g") lie in M, by 

definition the points P + 2(PR + g') and P + 2(PR + g") are in K. Because 
K is symmetric the points 

Q' = P + 2(PR + g'), Q" = P + 2( -PR - g") 

lie in K, and because K is convex their mid-point 

Q = Q' + ~Q'Q'~ 
2 

= P + 2(PR + g') + ~(2( -PR - g") - 2(PR + g')) 

= P + (g' - g") = P + 9 

is also in K. Since 9 = g' - g" i- 0 this point is certainly a distinct lattice 
point from P. 0 

From the example of the cube K, i.e. the set of all 

P+tlel + ... +tNeN ; -1 < tl < 1, ... ,-1 < tN < 1 , 

one sees that the requirement that vol(K) > 2N . d((5) cannot be weakened­
for (5 one chooses the lattice determined by the identity matrix. However it 
is possible to formulate a variant of this theorem with the not so restrictive 
inequality vol(K) ~ 2N . d((5). 
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Corollary 1. If P denotes the centre of symmetry of the symmetric, compact, 
convex set K, and if ~ is a lattice with 

vol(K) ~ 2N . d(~) , 

then K contains at least one lattice point Q = P + 9 distinct from P, 9 E ~, 
from the point lattice P + ~ based at P. 

Proof. Let A > 1 be an arbitrary real number, then at least in K>., the set of 
all P + Aa with P + a from K, by Minkowski's theorem there exists at least 
one lattice point Q>. = P + g>. distinct from P. For each A > 1 there are only 
finitely many such lattice points available. Hence it is possible to construct a 
sequence Ak converging to 1, for which Q>'k = Q i= P always denotes the same 
lattice point. It follows from the compactness of K, that the intersection of 
all the K>'k must agree with K, and hence Q lies in K. 0 

The applications of Minkowski's theorem show its importance. A few ex­
amples of such applications will make this very clear. 

Examples: (1) Rectangular solid: K consists of all points 

P=O+t1t1+ ... +tNtN ,-An<tn<An, 

and its volume equals 

The lattice ~ is generated by the vectors 

N 

an = L amntm ,n = 1, ... ,N , 
m=l 

and hence is specified by the matrix (amn ). If the lattice point 

N N N 

Q = 0 + 9 = 0 + L gnan = 0 + L L amngntm 

lies in K, then this implies 

N 

n=l m=l n=l 

L amngn < Am ,m = 1, ... ,N . 
n=l 

Since d(~) = Idet(amn)1 holds, Minkowski's theorem implies 

Corollary 2: Minkowski's Theorem on Linear Forms. If (amn ) denotes 
an N X N matrix with non-vanishing determinant and if for positive numbers 
AI, ... , AN one has 
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then there exist integers gl, ... , gN which are not all zero, and which satisfy 
the inequalities 

N N 

L alngn <.xb···, L aNngn <.xN . 
n=l n=l 

A simple sharpening of the linear form theorem reads 

Corollary 3. If (amn ) is an N x N matrix with non-vanishing determinant, 
and if for positive numbers .xl, ... ,.xN one has 

then there exist integers gl, ... , 9 N, which are not at all zero and which satisfy 
the inequalities 

N 

L alngn ::;.xb 
n=l 
N N 

L a2ngn < .x2, ... , L aNngn <.xN . 
n=l n=l 

Proof. If one replaces .xl by .xl(l + c:) application of the linear form theorem 
establishes the existence of integers gl(C:)' ... ,9N(C:), which are not all zero, 
and which solve the inequalities 

N 

L alngn(c:) <.xl· (1 +c:), 
n=l 
N N 

L a2ngn(C:) < .x2, ... , L aNngn(C:) <.xN . 
n=l n=l 

For each c: > 0 there can exist only finitely many such gn(C:)' and hence it is 
possible to construct a null sequence C:k with the property that gn = gn(C:k) 
denotes an integer independent of C:k. Passage to the limit C:k -t 0 leaves the 
relations 

N 

m=2, ... ,N 

unchanged, while 
N 

L alngn <.xl· (1 + C:k) 
n=l 

leads to 
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as asserted. o 

This sharpening of the linear form theorem proves the following assertion: 

Corollary 4: Product Theorem for Homogeneous Linear Forms. If 
(a mn ) denotes an N x N matrix with non-vanishing determinant and N > 1, 
then there exist integers gb ... , 9 N, which are not all zero and for which 

holds. 

Proof. For 

we do indeed have 

N 

I: a1ngn < VI det(amn)l, 
n=1 

N 

I: apngn < VI det(amn)l, p=2, ... ,N, 
n=1 

assuming that the integers gn are chosen as in Corollary 3. Taking the product 
of the left- and right-hand sides of this chain of inequalities concludes the 
proof. 0 

For example, let a1, . .. , as be arbitrary real numbers and for N = S + 1 
let the matrix (amn ) be given as 

(

1 0 ... 0 -(1 ) o 1 ... 0 -a2 

(amn ) = ................... . 
o 0 ... 1 -as 
o 0 ... 0 1 

Clearly det(amn ) = 1; if one now chooses A1 = ... = As = l/M and AN = MS 
for some natural number M, then Corollary 3 implies the existence of integers 
gb'" ,gs and gN = q with 

Clearly q =1= 0, since otherwise Ig,,1 < l/M will also imply that g8 = O. 
Minkowski's linear form theorem thus implies the Dirichlet approximation the­
orem. 
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(2) The double pyramid: Kr consists of all points 

p = 0 + t1 t1 + ... + tNtN; 

It11 ~ r -ItN I,···, ItN-11 ~ r -ltNI, 
ItNI ~ r . 

As above for the sake of simplicity of notation write S = N - 1, so that Kr is 
given by 

S 

P=O+ LXsts+XNtN; 
8=1 

The volume of Kr equals 

vol(Kr) = J dXN J ... J dX1 .. · dx s 

IXN I~r Ix.l~r-lxN I 

= J (r -lxNl)s ·2s dxN 

IXNI~r 

~ 2s . (I (r - XN)S dXN +1 (HXN)S dXN) 

( rN rN) 2N 
=2S . Ji+Ji =Ji.rN . 

The condition of Minkowski's theorem takes the form 2; . r N ~ 2N . d( <!S), and 

hence r ~ o/N. d(<!S). The equality sign is admissable because K is compact. 
If the lattice <!S is specified by the matrix (amn ), this implies the existence 
of integers 9t, ... , 9s, gN = q, which are not all zero and which satisfy the 
inequalities 

N N 

L asngn + L aNngn < o/N. d(<!S) 
n=l n=l 

s = 1, ... , S = N - 1 . 

In order to achieve at a more powerful approximation theorem, further modi­
fications are necessary. If in the arithmetic-geometric inequality 

N /I~. . ~ I < 161 + ... + I~N I 
V 1 ... N - N 

one puts 6 = ... = ~S = ], ~N = tP (cp ~ 0, tP ~ 0), then 
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For each s = 1, ... , S this implies 

N S N 

L aangn L aNngn 
n=l n=l 

S Nd(0) (S)S 
~ S . (S + 1)5+1 = S + 1 . d(0) . 

If the lattice 0 is Ilpecified by the matrix 

(
t 0 ... 0 -a1t) 

(amn )= ~ .. ~ ........... ~ .. ~~~~ , 
o 0 ... t -ast 
o 0 ... 0 CS 

we have d(0) = Idet(amn)1 = tS ItS = 1. Hence there exist integers 
gl, . .. , gs, gN = q, which are not all zero, and which have the property 

s = 1, ... ,S 

Besides 

It(gs - asq)1 + I t~ I ~ Vii . 
This shows that for t sufficiently large q =I- 0, because if q = 0 one would have 
a contradiction for t > W. Moreover Iql ~ W·tS provides an upper bound 
for q. If without loss of generality one supposes that q is a natural number, 
then the result of these calculations reads 

Corollary 5. For arbitrary real number3 a1, ... , as and an additional real 
number t > s+-VS + 1 one can find integers gl, ... , gs and a natural number 
q ~ tS. s+-VS + 1 with the property 

i.e. with 
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(3) The octahedron: Kr consists of all points 

p = 0 + xlel + ... + XNeNi 

IXll + ... + Ix N I ~ r . 

For N = lone of course has that vol(Kr ) = vol(KriN = 1) = 2r: recursively 
one obtains the volume of the N -dimensional octahedron for N > 1 from 

vol(Kri N) = j ... j dXl ... dXN 

Ixd+ ... +lxN I~r 

= j dXN' j ... j dXl ... dxN-l 

IXNI~r Ixd+ .. ·+lxN-d~r-lxNI 

= j vol(Kr-lxNliN -1). dXN 

IXNI~r 

= vol(KliN -1)· j (r -lxNI)N-l dXN 

IXNI~r 

2rN 
= vol(Kli N -1)· N 

In particular this shows that 

2 
vol(Kli N ) = N .vol(Kli N -1) , 

i.e. because vol(Kli N = 1) = 2, 

If, noting that 
(2r)N 

vol(Kr) = N! 
one applies Minkowski's theorem, the essential condition reads 

(2r )N > 2N . d(~) 
N! - , 

I.e. 
r ~ V N! . d( ~) . 

If (amn ) specifies the lattice of ~, then Minkowski's theorem guarantees the 
existence of integers 91, ... ,9 N, which are not all zero and which solve 

N N N 

L al n9n + L a2n9n + ... + L aNn9n 
n=l n=l n=l 
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Here applying the arithmetic-geometric inequality gives 

(t. atn9n ) (t. a2n9n) ... (t. aNngn ) 

" (IE~_' a'_9_I+IE!., :9-1 + ... + IE!-, aNn9_r 
< N! ·d(6) 
- NN 

Hence the product theorem for homogeneous linear forms admits the following 
sharpening: 

Corollary 6. If (amn ) denote., an N X N matriz with non-vani.,hing determi­
nant and if N > 1, then there ezi.,t integer., 9}' ... ,gN which are not all zero 
and for which 

hold3. 

(4) The ball for N = 4: application of Minkowski's theorem to the ball 
K r in four-dimensional space leads to a proof of a famous number theoretic 
result of Lagrange. This states 

Corollary 7: Lagrange's Theorem. Each natural number can be ezpre33ed 
a., the sum of at most four integral "quare.,. 

Proof. The proof proceeds through several steps. In the first one solves the 
geometric problem of finding the volume of the ball K r . This is the set of 
points 

For dimensions N = 1 and N = 2 one has vol(Kt ; N = 1) = 2, 
vol(Kt;N = 2) = 1f'. By integration 
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vol(Kr ; N) 

= 1 ... 1 dXl ... dXN 

z~+ ... +z~$r2 

= 11 dXN_1dxN· 1···1 dXl.·· dXN-2 

Z~_l +z~$r2 z~+ ... z~_2$r2-( Z~_l +z~) 

= vol(K1;N -2)· 11 
Z~_1+z~$r2 

N-2 
Jr2 - (X}.r-l + x}.r) dXN-1dxN 

If one introduces the polar coordinates XN = pcosrp, XN-l = psinrp; 
dXN-1dxN = pdpdrp, 0 < p ~ r, 0 ~ rp ~ 271", then 

r 2~ 

vol(Kr ; N) = vol(K1; N - 2)·1 (r2 - p2) N;2 pdp 1 drp 

o 0 
p=r 

= 271"· vol(K1;N - 2)· 1 (r2 - p2r~-1 d(p2). ~ 
p=O 

r N 271" 
= 71". vol(Kl; N - 2)· N/2 = N . r N . vol(K1; N - 2) 

Recursively one has proved that 

where in this connection one has assumed only the validity of the formulae 

r(X + 1) = X· r(x), r(1) = 1, r (~) = y':rr 

for the r -function. In particular one has 

71"2 71"2 
vol(K1; N = 4) = -, vol(Kr ; N = 4) = - . r 4 

2 2 

In the second step of our proof we meet preliminaries from elementary 
number theory. 

Lemma 1. For each prime number p there exist integers a, b with the property 

a2 + b2 + 1 == O( mod p) . 
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In the case p = 2 one can for example put a = 1 and b = O. If p '" 
2, (p -1)/2 is a natural number and the (p + 1)/2 natural numbers 

2 2 p-1 ( )
2 

0,1 '''., -2-

are pairwise non-congruent modulo p. From h2 == k2 (mod p), h2 - k2 == 
O(modp), (h - k)(h + k) == O(modp) and 0 ~ h ~ y, 0 ~ k ~ Y it 
follows that h = k. The (p + 1)/2 numbers 

2 2 p-l ( )
2 

-1-0,-1-1, ... ,-1- -2-

are also pairwise non-congruent modulo p. Since the union of both sets con­
tains p + 1 > p numbers, one number from the first set must be congruent to 
a number from the second, that is 

as asserted. 
By the Chinese remainder theorem one can carry over the congruence 

a2 + b2 + 1 == O(mod p) from prime numbers p to square-free numbers p > 1. 
The solvability of the simultaneous congruences 

a 2 + b2 + 1 == O(mod pd, ... , a 2 + b2 + 1 == O(mod pd 

for p = PI ..... PI; has the solvability of the congruence 

a2 + b2 + 1 == O( mod p) 

as a consequence. Hence Lemma 1 also holds for square free p > 1. 
Clearly Lagrange's theorem has been proved if in addition to 

one has expressed each square free natural number p > 1 as a sum of four 
squares. 

For 1 there is nothing more to show; for p one starts from the lattice c5 
specified by 

(amn ) = (~ ! ; ~) 
-b a 0 p 

(N = 4) 

with d( c5) = p2. As a convex set one chooses some ball KT! which satisfies 
Minkowski's condition. Thus 

and one must have 



58 3. Geometry of Numbers 

4 25p2 ~Jp 
r = 7' r= V7r . 

The existence of a lattice point in this ball distinct from 0 

says that 

4 4 

P = 0 + L alngnel + ... + L a4ngn e4 
n=l n=l 

= 0 + glel + g2e2 + (agl + bg2 + pg3)e3 

+ (-bgl +ag2 + pg4)e4 

g~ + g~ + (agl + bg2 + pg3)2 + (-bgl + ag2 + pg4)2 

4V2 4· ~ 
::; --;- . p < -t . p = 2p . 

For the integer 
k = g~ + g~ + (agl + bg2 + pg3)2 

+ (-bgl + ag2 + pg4)2 < 2p , 

it follows from 

that 
k == g~ + g~ + (agl + bg2)2 + (-bgl + ag2)2 

=(g~+gn(l+a2+b2)(modp) . 

Exactly as was shown in Lemma 1, by a suitable choice of a and b one can 
ensure that 1 + a2 + b2 == 0 (mod p), i.e. k == 0 (mod p). As a sum of squares 
k is non-negative; since not all gl, g2, g3, g4 equal zero, k is a natural number. 
Because of divisibility by p and k < 2p one even has k = p. Thus p is indeed 
the sum of four integral squares and Lagrange's theorem is proved. 0 

7 cannot be expressed as the sum of less than 4 integral squares, and so 4 
is the smallest number for which Lagrange's theorem holds. 

(5) The ball for N = 2: a second number theoretic application of the 
Minkowski theorem, using the 2-dimensional ball, concerns the representation 
of integers as the sum of two squares. In this example one can take the vector 
space m to be the set C of complex numbers with the standard basis el = 1 
and e2 = i. The space of points JP is taken to be the Gaussian number plane 
C with 0 as the origin of the coordinate system. In this example the ball Kr 
consists of all points 

P = 0 + Xlel + X2e2 = Xl + iX2; 

x~ + x~ ::; r2 . 

If p denotes a prime number of the form p == 1 (mod 4) the lattice <.!S 1S 

specified by 
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with an undetermined integer a. Here one has d(~) = p and one can choose 
the ball Kr to satisfy the condition of Minkowski's theorem as a convex set, 
provided 

I.e. 
2 4p 

r =-. 
7r 

The existence of a lattice point distinct from 0 

P = 0 + (augl + a12g2)el + (a21g1 + a22g2)e2 

= gl + i(agl + pg2) 

inside this ball implies 

The left hand side 

g~ + (agl + pg2)2 = g~(l + a2) + 2apglg2 + p2g~ 
is a natural number divisible by p, so long as one requires 1 + a2 == 0, a2 == -1 
(mod p). This is always possible, since -1 is a quadratic residue modulo p 
(by a basic result from the theory of quadratic residues). Hence for x = gl, 
Y = agl + pg2, the sum of squares x2 + y2 agrees with p, that is p = x 2 + y2. 

Corollary 8: Fermat-Euler Theorem. A prime number p i8 expre8S­
ible a8 the 8um of two squared natural numbers if and only if p = 2 or 
p == l(mod 4). In this case the 8um is unique up to the order of the sum­
mand8. If p == 3(mod 4), p cannot be written as the sum of two 8quared natural 
numbers. 

Proof. The essential part of the proposition - the existence of the expression 
for p == 1( mod 4) - has already been proved. Moreover 22 = 12 + 12. From 
02 == 0,12 == 1,22 == 0,32 == 1(mod4) it follows that x 2 == ° or 1, y2 == 0 
or l(mod 4). Hence for x 2 + y2 the only possible residues (mod 4) are 0,1,2 
(mod 4), which excludes such an expression for p == 3(mod 4). 

The uniquenes8 of the expression is obtained using a completely new idea 
- besides the vector space operations (: also admits a multiplication. C is a 
field and the lattice Z(i) spanned by the standard basis el = 1, e2 = i, is a 
subring of this field called the Gaus8ian integers. To each element e = a + ib 
from C one can associate a norm 

which is clearly positive for all e 'I- 0, integral for all e from Z( i), and homo­
morphic with respect to multiplication: N(e7]) = N(ON(7]). 
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An integral element e = a + ib, i.e. an integral Gaussian number from 1l( i) is 
said to be divisible by an integral Gaussian number 1] = c + id, if there exists 
an integral element ( = x + iy with e = 1](. The number e is always divisible 
by the units 1, i, -1, -i, and by its associated elements e = ie, e" = -e, 
e'" = -ie· If e is not a unit and is divisible by no further elements e is said 
to be prime. 

By decomposing all its factors into prime elements each e i- 0 from 1l( i) 
can be written as a product 

R 

e = C:CPICP2··· CPR = c:. IT CPr 
r=l 

of a unit c: and prime elements CPI, <P2, •.• ,CPR. (If e is itself a unit one takes 
R = 0.) This expression is essentially unique - up to associates and order. For 
the proof we use the following technical proposition: 

Lemma 2. If for integral elements e, 1] one has 0 < N(1]) ~ N(e), then for 1] 
or for one of its associates 1]' one can achieve N(e -1]') < N(e). 

Proof. We may choose the element 1]' associated to 1] (where possibly 1] = 1]') 

so that the triangle of points e, 1]' and 0 in the complex plane has an angle 
at the origin, whose magnitude equals at most half a right-angle, 7r /4. This 
is possible because the associates of 1] form a square with 0 at its centre. 
Since the root of the norm agrees geometrically with the distance from 0, the 
inequality N(e -1]') < N(e) is obvious. 0 

Proposition 6. The representation of integers other than zero from ll(i) 
as products of prime elements is unique up to the order of the factors and 
associates of the individual prime elements. 

Proof. If e is such that the norm N(e) is minimal and there are two distinct 
decompositions 

e = <PI CP2 ... cP R = tPI tP2 ... tPs , 

then none of the prime factors CPI, CP2, ... , <P R can agree or be associated with 
any of the prime factors tPI, tP2, ... ,tPs. Otherwise, dividing by this element, 
one would obtain two prime decompositions of an element e/CPr with smaller 
norm. In particular without loss of generality we can suppose that N( CPI) ~ 
N(tPd and by Lemma 2 (if necessary replacing CPI by an associated element) 
obtain N(tPI - <PI) < N(tPl). The element 

has norm smaller than that of e : N(1]) < N(e). However since CPI cannot 
divide the difference tPI - <PI, 1] possesses two decompositions as above, with 
CPI appearing as a prime factor in the second but in contrast not in the first. 
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This contradicts the choice of ~ as an element of smallest norm with this 
property. 11 0 

The integers <p, which are not associated to a natural number, and which 
yet are primes, occur if and only if N(<p) = <p~ is a prime number. For on 
the one hand a decomposition <p = ~7] would imply a decomposition N(<p) = 
N(~)N(7]), and on the other, if<p is a prime then so is ~, so by Proposition 6 
N( <p) = <p~ must represent the uniquely determined decomposition of N( <p) 
into prime factors in Z( i). Therefore N (<p) has only 1 and itself as natural 
divisors. 

If one considers a prime number p, one can start from the decompo­
sition P = <P1 ... <p R in Z( i). For the norm one obtains N(p) = p2 = 
N( '1'1) ... N( cpR). The N( CPr) are distinct natural numbers, distinct also from 
1, and there are only two possibilities. Either R = 1 - then P is associated to 
'1'1 and so is also prime in Z(i), or one has R = 2 - then p2 = N(cp1)N(cp2), 
implying that N( 'I'd = N( '1'2) = p. In this case '1'1 and '1'2 are conjugate 
prime elements <P1 = X + iy, '1'2 = X - iy, and in Z(i) p decomposes as 
p = '1'1 ~1 = x2 + y2. With this Proposition 6 implies the uniqueness asserted 
in Corollary 8; moreover one sees that 

Proposition 7. The prime elements from Z(i) are 
(l)l+i, 
(2) the prime number8 p == 3(mod 4) from 71, 
(9) pair8 of elements 'I' = x + iy and ~ = x - iy, for which N(cp) = cp~ = 
x2 + y2, and which give a prime number p == l(mod 4). 
In addition there are all the a880ciate8 of the element8 above. 

As an application of corollary 8 and proposition 6 one can answer the 
problem of the possible representations of a natural number n as a sum of 
integral squares 

n = x 2 + y2 

and the number of these representations. In 71 n has a prime factor decompo­
sition of the form 

n = 2D . IT p~h . IT qf· . 
h k 

The Ph denote prime numbers == l(mod 4) and the qk prime numbers 
== 3(mod 4). Since the Ph decompose in 71(i) as Ph = CPh~h, in Z(i) one 
can decompose n in the following way: 

n = (1 + i)D(l - i)D IT cp~hCPh Eh IT qfk 
h k 

An expression n = x2 + y2 = (x + iy)(x - iy) implies nothing more than the 
existence of some ~ from 71( i), with n = N( 0 = ~e. Since each decomposition 



62 3. Geometry of Numbers 

gives rise to a corresponding decomposition 

it follows that cp is a prime divisor of e if and only if tp is a prime divisor of [. 
One can find a solution of the equation n = e[ if and only if the prime factors 
of n in Z( i) arise as conjugate pairs. Because qk = qk this is at best possible 
when all the Fk are even. 

How many possibilities are there - assuming that all the Fk are even -
of constructing e in Z( i) so that n = et? For arbitrary integers d, eh with 
o ::; d ::; D, 0 ::; eh ::; Eh, we write 

e = (1 + i)d(l - i)D-d IT cp~h(h Eh-eh IT q[k/2 

h k 

Then we have 

[ = (1 + i)D-d(l - i)d IT cp~h -eh CPh eh IT q[k/2 

h k 

Clearly in this way all possibilities are exhausted - we have only to look at the 
numbers associated to e. In addition we have only to consider that the mere 
alteration of the value of d only leads to one of the numbers associated to e, 
because 1 + i, 1 - i are associated primes. Hence the number of non-associated 
e with n = e[ corresponds to the number of possibilities of specifying the 
integers eh. This equals 

IT(Eh + 1) . 
h 

If we now count the numbers associated to e, this number is multiplied up, 
implying 

Proposition 8. If 
n = 2D . IT p~h . IT qfk 

h k 

expre88e8 the decomp08ition of the natural number n into prime factor8, where 
the Ph == 1 and the qk == 3(mod 4), then the number r(n) of integral 80lution8 
of the diophantine equation x 2 + y2 = n i8 given by r( n) = 0 if one of the 
component8 Fk i8 odd, and by 

r(n) = 4· IT(Eh + 1) 
h 

if all the multiplicitie8 Fk are even. 

The decisive condition 

vol(K) > 2N . d(~) 
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in the Minkowski theorem can be weakened by restriction to specific symmetric 
and convex bodies. 

Theorem 2: Blichfeldt's Theorem. Let P be the mid-point of the n­
dimen8ional ball K and let <!5 be a lattice with 

vol(K) ~ N; 2 . 2N / 2 • d(<!5) , 

then K contain8 at lea8t one lattice point R = P + g, with g in <!5 di8tinct 
from P from the point lattice P + <!5 ba8ed at P. 

Proof. Arguing in a similar way to the proof of his Proposition 4 Blichfeldt 
uses the formula 

f (2: f(Q + g)) dQ = f f(Q)dQ , 
lF gE6 lIP 

in which JP denotes the point space and F a fundamental parallelepiped of 
the lattice. However Blichfeldt does not now simply choose f = CK, but 

f(Q) ~ max (1- 211~1I',0) , 

where r denotes the radius of the ball. Then one has 

/ f( ) / / ( 2 (x~ + ... + x~ ) ) 
Q dQ = ... 1 - r2 dXl ... dXN 

IP x~+ ... +x1~4 
2 

/ ... / (~ -(X~+ ... +X~))dXl ... dXN 

x~+ ... +x1~4 

/ ... / dxOdxl'" dXN 

2 7r N / 2 

= - r2 . r ( ~ + 1) 

JY..ll 

(;' _ xo) 2 /xo=X; 
N±2 

2 xo=o 
1 7r N / 2r N 1 

= Nf2 .2N/2 . r (~ + 1) = Nt2 .2N/2 . vol(K) 
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By assumption this quantity is not less than d(C5), i.e. 

t (2: f(Q + g)) dQ ~ d(C5) . 
F 9E6 

As a result there exists some point Q with 

2: max (1 - 211~2+ gll2 ,0) 
9E6 

= 2: (1 _ 211~: gll2) ~ 1 
lE" 

UPQ+tII$r/V'2 

If A denotes the number of lattice vectors g with IIPQ + g 11 ::; r /.j2, then 
from the inequality above it follows that 

I.e. 

2 
A--· 

r2 
lE" 

UPQ+IU$rlV2 

lE" 

uPQ+IU$rlV2 

Lower estimates for sums of this kind are however easy to obtain: if Q1, ... , Q A 
are A arbitrary points, then because 

G,b=l 
a#ob 

G , b=1 
a#ob 

G , b=1 
a#ob 

G t b=1 
a#ob 

A A A 

=(A-1)·2:IIPQall2 +(A-1)·2:IIPQbll 2 - 2 .2: PQa·PQb 
a=1 

A 

::; 2A· 2: IIPQall 2 

a=1 

b=1 a,b=1 
a#ob 
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one has the inequality 

In particular, if g(l), ... , g(A) denote the A lattice points with the property 

I/PQ + g(a)1/ ~ rV2, and Qa is defined by Qa = Q + g(a), it follows that 

A A 

L I/g(a) - g(b)1/ 2 = L I/QaQ~1/2 
G,6=1 

"'lOb 

A 2 

~ 2A· L I/PQal/ 2 ~ 2A· r2 (A -1) 
a=1 

This shows that it is impossible to have I/g(a) - g(b)1/ > r for all indices a, b 
with b f:. a. For at least two lattice vectors g( a) and g( b) 11 g( a) - g( b) 1/ ~ r is 
satisfied. If we put g = g(a) - g(b), R = P + g has to be a lattice point inside 
the ball of radius a distinct from the mid-point P. The existence of such an 
R was to be shown. 0 

The question, which Blichfeldt answered in his theorem for the ball, can 
be more sharply posed. How small can we choose a positive constant c, so 
that for the symmetric body K and each lattice ~ with vol(K) > c· d(~) 
there always exists some lattice point Q = P + g (g E ~) in K other than the 
centre of symmetry P? (We restrict ourselves to bodies of a certain shape.) 
Minkowski stated as a conjecture that c cannot be chosen to be arbitrarily 
small. This conjecture gives rise to 

Theorem 3: Theorem of Minkowski and Hlawka. For each bounded 
symmetric set K one can construct a lattice ~ with the property that apart 
from the centre of symmetry P, there exists no lattice point Q = P+g (g E ~) 
from the point lattice P + ~ based at P lying in K, so long as 

vol(K) < 2· d(~) . 

Proof. The proof rests on the implicitly assumed Jordan measurability of K. 
Indeed theorem 3 follows from a more general result for Riemann integrable 
functions. 

Lemma 3: Deformation Theorem. If the non-negative Riemann integrable 
function f takes the constant value zero outside some bounded set, then for 
each e > 0 one can find some lattice ~ with d(~) = 1, which possesses the 
property 
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L f(P+ g) < J f(Q)dQ+e 
gee,g;J!o JP 

(where the point P can be chosen arbitrarily). 

If one puts f = CK, then theorem 3 follows: 

A= L CK(P+g) 
gee,g;J!o 

gives the number of lattice points in K distinct from P. If one chooses e = 
1 - vol(K)/2, it follows from 

A < J cK(Q)dQ + e = vol(K) + e < 2 , 

JP 

that there can exist at most one Q = P + g with g i= a in K. Because K is 
symmetric with respect to P, Q' = P - g would also have to lie in K. Hence 
in point of fact there exists no P + g i= P in K. The restriction d( <!S) = 1 is 
clearly unimportant for the validity of the theorem. 

Proof of Lemma 9. Let p denote a prime number, !l(p) the set of all vectors 

a = al tl + ... + aNtN = tl + aztz + ... + aNtN 

with al = 1, and 0 $ an $ p-1 for n = 2, ... , N, where all the an are integral, 
so that !1l(p) contains pN-l vectors. The lattice ~ = ~(p, a) is spanned by 
the basis bl = a, b2 = Pt2, ... , bN = ptN. If one chooses q = VpN-l, then 
for the lattice <!S = <!S(p,a) spanned by (l/q)b1! ... ,(l/q)bN it follows from 
d(~) = pN-l that d(<!S) = l. 

Referred to the standard basis the lattice vectors g = glb l + .. . +gNbN = 
g~ tl + ... + gN t N possess components g~ = gl, g~ = gl az + gzp, g~ = gl a3 + 
g3P,··· ,gN = glaN + gNP· 

The set <r(p) consists of all vectors c = Cl t 1 + ... + C N t N with integral 
components Cl, •.. , CN and the single component Cl not divisible by p. In the 
first step of the proof we claim that for each c from I!:(p) there exists one and 
only one vector a from !l(p) so that c belongs to the lattice ~(p, a). 

If r denotes the smallest residue modulo p of Cl, i.e. Cl = r( mod p), 1 $ 
r $ p - 1, the integers a2, a3, ... , aN are chosen to be the unique solutions of 
the congruences 

ran == cn(mod p), n = 2, ... , N , 

for which 0 $ an $ p - 1 holds. Hence there exist integers k n with 

If one writes 
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then because r = Cl - kIP, this implies that 

Cl = g1, 

cn=clan+(kn-ankt}p=glan+gnP, n=2, ... ,N. 

This already shows that c belongs to ~(p, a). 
The intersection i'(p, a) formed from ~(p, a) and (!(p) therefore consists 

of all 9 = gl bl + .. . +gNb N = g~ el + ... +gA,eN, for which gl = g~ ~ O(mod p) 
holds. On account of the considerations above the i'(p, a) are pairwise disjoint, 
as a runs through ~(p). Their union generates all of (!(p). 

In the second step of the proof the definition of the Riemann integral is 
suitably formulated: if (! consists of all c = Cl el + ... + CNeN with integral Cn 

then 

2: f (p+ ~c) . (~)N 
eet: q q 

is a Riemann approximating sum with the P+(l/q)c as division points for the 
cube consisting of X = P+Xl el + .. . +xNeN with cn/q ::::; Xn ::::; (cn + l)/q, c = 
Clel + ... + CNeN. From the choice of a sufficiently large prime number p 
it follows that the approximating sum is arbitrarily close to the Riemann 
integral. More precisely: for each positive c we can find a sufficiently large 
prime number p to ensure that 

-c< ~ 2:f(P+~c) -jf(Q)dQ<c. 
q eet: q 

JP 

The function f is non-negative, (!(p) is a subset of (!, and one has qN = pN-l. 
The result of the second step in the proof therefore reads: 

;-1 2: f(P+~C) <jf(Q)dQ+c. 
p eE(p) q JP 

Put together these two steps give the following important formula: 

;-1 2: 2: f (p + ~c) < j f(Q)dQ + c 
p lIe!l(p) ee1l(p,lI) q JP 

It shows that for at least one vector a 

must hold. For in the contrary case one would have 
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(~(p) consisting of pN - 1 elements) contradicting the formula above. 
In the final step of the proof we show that for all sufficiently large p we 

have 

Here we make essential use of the fact that f vanishes outside a sufficiently 
large cube consisting of X = P + Xltl + ... + XNtN with IXnl ::; M. To 
the index set :D(p, a) for the sum above one must add only lattice vectors 
c = glbl + ... + gNb N with gl == O(mod p). If p is chosen so large that 
l{jP > M, then since gl t- 0 it follows from the divisibility of gl by p that 

Igt!pl-l /NI > M, f (p + !c) = 0, i.e. the sum is not increased by these 

additional lattice vectors. If gl = 0 holds, then 

N N 
.!. _ '" gnP _ '" I/N 

C - ~ I-I/N tn - ~ gnP tn 
q n=2 p n=2 

Some gn is certainly distinct from zero, which for l{jP > M again has 

Ignpl/NI > M, f (p + !c) = 0 as a consequence. Again no contribution 

is made to the sum above. Paying due regard to the definition of ~ = ~(p, a), 
the final inequality implies the formula given in Lemma 3. In this way both 
Lemma 3 and Theorem 3 are proved using a simplified method of C.A. Rogers. 

Exercises on Chapter 3 

If rot ~ IR", we denote by (rot) the subspace generated by rot. The rank of rot equals 
dim{rot). A set X ~ IR" is called discrete, if it has no accumulation points (in IR"). 

* 1. Let ~ be a discrete subgroup of IR" of rank k. Let {a1,"., ak-1, Uk} ~ ~ 
be linearly independent. Suppose that ~ n (IRa1 + ... + IRak-1) = Za1 + 
... + Zak-1. Put S = ~ n ([0, 1)a1 + ... + [0, 1)ak_1 + [0, l]Uk), Ok = 
min {o > 0: there exist 01, ... , Ok-1 E IR with 01 a1 + ... + Ok-1 ak-1 + 
OUk E S}, and choose 01, ... , Ok-1 E IR so that ak := 01 a1 + ... +Ok-1 ak-1 + 
OkUk E S. Show that ~ = Za1 + ... + Zak. 

2. Let ~ be a discrete subgroup of IR" of rank k, 0 :::; k :::; n. Show that there 
exist linearly independent vectors a1, ... , ak with ~ = Za1 + ... + Zak. 

3. Let ~ be a closed, non-discrete subgroup of IRn , (~p )P~l a null-sequence in 
~, 0 < l~pl :::; 1 and kp = max {h E IN : hl~pl :::; l} for p ~ 1. Let a be an 
accumulation point of (kp~p )P~l. Show that a i- 0 and IRa ~ ~. 

4. Let ~ be a closed subgroup ofIR" of rank r, 0 :::; r :::; n. Show that ~ contains 
a maximal subspace m of IR". If 211 is a subspace of IR" with m + 211 = IR", 
m n 211 = {O}, then ~ n 211 is discrete and ~ = m + (211 n ~). 
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5. Let <6 be a closed subgroup of m." of rank r. Then there exists some p, 0 ~ 
p ~ r and some basis {at, ... , a,,} of m.", so that 

6. Let <6 be a subgroup of m." and <6* = {u E m." : (u,~) E 71. for all ~ E <6}. 
<6* is called the group associated with <6. Show that <6* is a closed subgroup 
of m." and that <6* = (~r. 

7. Let {at, ... , a,,} be a basis of m." ,<6 = m.at + ... + m.ap + 71.ap+t + 71.ap+q 
and {ar, ... , a~} the basis dual to {al, ... , a,,}. Show that 

<6* = 71.a;+1 + ... + 71.a;+q + m.a;+q + ... + m.a: 

8. Let <6 be a subgroup of m.". Show that ~ = (<6*)*. 

9. Let L : m." --+' m.7n be linear, b E m.7n and let {et, ... , eft} be the standard 
basis of m.". Show that the following statements are equivalent: 
(i) For all E > 0 there exists (1', q) E 71.7n X 71." with IL(q) - l' - bl < E. 

(ii) If u E 71.7n is such that (u, L( ei» E 71. for 1 ~ i ~ n, then (u, b) E 71.. 
(Kronecker's Approximation Theorem.) 

10. Let L : m." --+ m.7n be linear and let {el,"" eft} be the standard basis of m.". 
Show that the following statements are equivalent: 
(i) For all E > 0 and all b E m.7n there exists (1', q) E 71.7n X 71." with 

IL(q)-p-bl<E. 
(ii) If u E 71.7n is such that (u, L( ei» = 0 for 1 ~ i ~ n, then u = O. 
(Kronecker's Approximation Theorem). 

* 11. Let <6 be a lattice in m.", ~ a fundamental parallelepiped of <6, X ~ m." 
discrete, rot ~ m." measurable and A(rot) < 00. For all 9 E <6 suppose that 
X + 9 = X. Show that there exists some point ~ E ~ with 

I(rot +~) n XI ~ A(rot)IX n ~1/d(<6) . 

* 12. Let <6 be a lattice in m.", ~ a fundamental parallelepiped of <6, X ~ m." 
discrete, rot ~ m." compact. For all 9 E <6 suppose that X + 9 = X. Show 
that there exists some ~ E ~ with 

I(rot +~) n XI> A(rot)IX n ~1/d(<6) 

(Blichfeldt's theorem). 

* 13. Let L : m." --+ m.7n be linear and N > 1 real. Show that there exists some 
(~, IJ) E 71." X 71.m with 0 < II~II < N 7n /" and IIL(~) - IJII ~ 1;. Here lIall = 
maxl~i~' lad for a E m.'. (Dirichlet's approximation theorem.) 

14. Let 0 E ~ ~ m.". Then the lattice constant of~, L1(~), equals inf{d(<6): 
<6 is a lattice in m.", <6 n ~ = {o}} (where inf 0 = (0). Show that for t > 0, 
L1(t~) = t" L1(~). 

15. Let 0 E ~ ~ m." be Jordan measurable. Show that L1(~) ~ A(~) (Hlawka 
1943). 

16. Let ~ ~ m." be compact, convex and contain 0 as an interior point. Then ~ 
is t:aIled a convex body. If ~ is such, 1 ~ j ~ nand Ij = {A > 0 : A~n 71." has 
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rank ~ j}, then Ij is a closed interval, unbounded from above. ~j(J\) := inf Ij 
is called the j th successive minimum of J\. Show that ~l (J\) ::; ... ::; ~n (J\) . 

17. Let al, ... , an be positive numbers, J\ = n~=l [-ai, ad, and (1 a permutation 
with acr(l) ~ ... ~ acr(,,). Show that ~j(J\) = a;;"c'j). 

18. Let J\ be a convex body, 1 ::; j ::; n. Show: 
(i) If L : IR" -+ IRn is linear and L(zn) = zn, then ~j(L(J\») = ~j(J\). 
(ii) If t > 0, then ~j(tJ\) = t~j(J\). 

19. If J\ is a convex body, then there exists some basis {Ol, ... ,O,,} of IRn, so that 
for 1::; j ::; n, OJ E ~j(J\)J\ n zn. 

* 20. Let d < 0 be square-free, d'1- 1 (mod 4). Show that the following statements 
are equivalent: 
(i) Prime decomposition is unique in Od 
(ii) dE {-I, -2}. 
(For the definition of Od see page 139 of our book on elementary number 
theory.) 

Hints for the Exercises on Chapter 3· 

1. Let ~ = E~::ll f3i ai + f3""O,, E <5. For 1 ::; i ::; k put 'Yi = f3i - (Xi ['*"] and 

ro = E~::; (-yi] ai. Show that ~ - ro - ['*"] a" E <5, then prove that,*" E Z, 

and finally that 'Yi E Z for 1 ::; i < k. 

2. Induction on k. Apply (1). 

11. If P E X n q3 and <5 ~ IR", put 111'(<5) := ESE6 cs(p + 0). Show that 

EpEIPnx lip (<5) = 1<5 n XI and calculate lIP lip (rot + ~)d~. Finally put <5 = 
rot +~. 

12. The case 11:= ~(rot)IXn q31/d(<5) f/. z is trivial. If 11 E Z, choose~" = 1 + l 
and apply (11) to ~A:rot. 

13. Put ~ = {~E zn : 0 ::; Xi < N m / n for 1::; i::; n}, so that I~I ~ N m • For 
I) E IRm put {I)} = ({YI}, ... ,{Ym}). If ~ 1-+ {L(~)} is not injective on ~, 
then one immediately finds ~, I). If ~ 1-+ {L(~)} is injective, then in (12) put 
X = zm + L(~), <5 = zm, q3 = [o,l)m and rot = [O,i;]m. If a E ~, then 
{L( a)} E q3 n X, so that 1q3 n XI ~ I~I. 

15. Apply Lemma 3. 

20. In order to prove (i) :::} (ii) note that for d < -2, 2 is irreducible in Od, but 
not prime. 
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Until now the approximation of individual real numbers has been studied with 
the help of integers, and for this the methods of Analysis and Geometry have 
been seen to be helpful. From now on the reverse problem will be attacked: 
number theoretic functions, the calculation of which for large values is severely 
limited because of the irregularity of their behaviour, will be represented ap­
proximately by known functions from differential and integral calculus with 
easily described behaviour. Moreover the methods of analysis are also avail­
able for these approximation problems. For example in Chapter 5 we prove 
the prime number theorem, which has for its subject the approximation of 
the number theoretic function 11"( x), which counts all prime numbers p :::; x 
by means of the function x / log x. In this chapter we develop the notation 
and necessary techniques, discuss how good an approximation is, and present 
some simple examples. 

First Tool of the Trade: The Landau Symbol 

The symbols 0, 0 named after Landau, although used earlier by Bachmann, 
describe similarities in the growth of functions. 

f(x) = g(x) + O(h(x») 

implies that as x -+ 00, 

f(x) - g(x) 
h(x) 

remains bounded, i.e. that f(x) - g(x) increases at most as fast as h(x). If 
on the other hand f(x) - g(x) increases much more slowly than h(x), more 
precisely if 

lim f(x) - g(x) = 0 , 
x-oo h(x) 

then Landau writes f(x) = g(x) + o(h(x». 
Of course in these definitions the common domain of definition of f, g and 

h must not be bounded above. If it is clear from the context that instead of 
x -+ 00 we are interested in the convergence x -+ ~, another accumulation 
point of the functions' common domain of definition, then we shall use the 
symbols in the same way, implicitly supposing that x -+~. If 
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. f(x) 
hm-()=l, x-oo g x 

I.e. 
f(x) = g(x) + o(g(x)) 

which is equivalent to 
f(x) = g(x) + o(J(x)) 

then the two functions are said to be asymptotically equal, and we write 

f(x) IV g(x) . 

From differential calculus one has the familiar examples 

xn = 0 + o(eEZ ) = o(eEZ ) , 

(logx)n = 0 + o(xe ) = o(xe ) 

for arbitrary c > 0 and il, or 

eX 
sinhx IV "2 ' 
sin x = 0(1) , 

sinx = x + 0(x3 ), (x -t 0) . 

By direct application of the definitions one also sees the validity of the follow­
ing statements: if g is non-negative and f(x) = O(g(x)), then (by continuity 
of the functions for x ~ a) 

FUrthermore if f(x) = o(g(x)) and Jaoo g(t)dt diverges, then 

1X 
f(t)dt = 0 (lX 

g(t)dt) . 

Applications: 

(1) One says that a number theoretic function, that is a function f defined 
on IN, is multiplicative, if it is not identically zero, and for all coprime pairs 
(m, n) we have 

f(mn) = f(m)f(n) . 

If we know the value of f on all prime powers then f is completely determined 
by its multiplicity. This is also the basis for 

Lemma 1. If for the multiplicative function f one has 
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as p runs through all prime powers, then 

Hm fen) = 0 
n-oo 

Proof. By assumption f(pm) remains bounded for all prime powers pm with 
m~O, 

(A ~ 1) . 

Further there exists some positive B, so that pm ~ B implies that 

For each arbitrarily chosen e > 0 we can find some C = C(e) with 

for pm ~ C. If in the prime factorisation 

all prime powers p"(p,n) < C, then one would have 

that is for all n ~ CC for at least one prime factor p one would have to have 

p"(p,n) ~ C . 

Thus in the relations 

If(n)1 = IT If (pll(p,n») I 
p 

= IT If (pll(p,n») I x 
p:p.(p,n)<B 

x IT If (pll(p,n») I x 
p:B5,p·(p,n)<c 

x IT 
p:C5,p·(p,n) 

the first factor on the right-hand side is bounded by AB, the second by 1 and 
the third (which for n ~ CC does not reduce to the empty product) by ejAB. 
This shows that for n ~ CC 

If(n)1 ~ e , 

concluding the proof. o 
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This lemma contributes to the proofs of the following results: 

Proposition 1. If r( n) counts the natural divisors of n, then for each positive 
e, 

Proof. Elementary number theory shows the multiplicativity of the divisor 
function r( n), hence if 

f(n) = r(n) 
ne 

f is also multiplicative. By Lemma 1 we have to show that 

which follows from 

m + 1 < 2m = 2logpm < _2_. logpm 
pem - pem pem log p - log 2 (pm)e 

o 

(2) The Euler function <p(n) counts the prime residue classes modulo n, 
i.e. the number of all natural numbers k ~ n with the highest common factor 
(k, n) = 1. This is also multiplicative, and the formula 

together with <p(n)/n ~ 1 shows that 

-. <p(n) 
hmn ..... oo-- = 1 

n 

In the reverse direction 
n I - e 

f(n) = <p(n) 

is multiplicative, and for e > 0 the convergence of f(pm) to 0 follows from 

m _ pm(I-e) 
f(p ) - m m-I p -p 

= p-m; ~ 2p-me 

1--

By Lemma 1 this implies that 

I-e 
lim ~ =0 

n ..... oo <p( n) 

with which the following statement is proved: 

p 
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Proposition 2. If ~(n) count" the prime residues modulo n, then on the 
one hand ~(n) = O(n), and on the other for each positive c one has n l - E = 
o(~(n)). 

(3) The function O'(n) the sum of the natural divisors of n is also multi­
plicative. From 0'( n} ~ n + 1 > n and O'(p) = P + lone obtains 

The function 

- n 
lim -- = 1 

n-oo O'(n) 

fen) = O'(n) 
n l +E 

is multiplicative, and from the convergence of 

m pm+! -1 1 
f(p ) = p _ 1 . pm(l+E) 

= _1_ (I_I/pm+l) 
pEm I-lip 

to zero for all c > 0 follows 

Proposition 3. If 0'( n) sums the natural divisors of n, then on the one hand 
n = O(O'(n)), and on the other, for each positive c, one has O'(n) = 0 (nl+E). 

The result stated here is so weak that it ought to be ashamed of the title 
"proposition". A simple estimate gives 

0'( n) = L : = n . L ~ 5 n· L ~ 
mln mln m$n 

n [m & n [m & 
=n+n· L in - Sn+n· L in -

m=2 m-I m m=2 m-I t 

= n + nlogn 

and with it the more precise statement 

O'(n) = O(nlogn) 

The results stated in the propositions above give only scanty information 
on the behaviour of number theoretic functions. The last calculation shows 
that clever replacement of a sum by an integral yields deeper insight into the 
structure of these functions. Thus Dirichlet proposed, rather than describe the 
behaviour of number theoretic functions directly by estimates of fen), to use 
the means 

1 N 
N L fen) 

n=1 
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This is because taking the sum of isolated extreme values of f, which perturb 
the average behaviour, has a smoothing effect. Dirichlet contrasts the sum 
above with the integral 

1 {T 
T Jo f(t)dt. 

As was indicated in the last calculation performed, his idea rests on the re­
placement of the sums above by appropriate integrals, and then draws on 
the Analyst's trusted rules for the asymptotic calculation of the sums. This 
introduces the second calculatory technique to be considered in this chapter. 

Second Tool of the Trade: Analogy Between Sum and Integral 

(1) There is a qualitative analogy (i.e. an existential analogy between the 
sum and integral) because the sum like the integral is a positive linear func­
tional - in this connection recall the discussion of the Weyl criterion carried 
out in the second chapter. 

(2) The qualitative analogy is not limited to positivity and linearity; the 
rule 

l::b f(x)d(g(x» = f(b)g(b) - f(a)g(a) -l::b g(x)d(f(x» 

for integrating by parts corresponds via the so-called Abel tran:Jjormation to 
the following sum 

Q 

L f(n) (g(n) - g(n - 1») =f(Q + l)g(Q) 
n=P 

One shows this by direct calculation: 

- f(P)g(P - 1) 

Q 

- L g(n)(J(n + 1) - fen») 
n=P 
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Q 

L f(n)(g(n) - g(n - 1)) 
n=P 

Q Q 
= L f(n)g(n) - L f(n)g(n -1) 

n=P n=P 
Q Q-l 

= L f(n)g(n) - L f(n + l)g(n) 
n=P n=P-l 

Q-l 

= L (J(n) - f(n + 1))g(n) + f(Q)g(Q) - f(P)g(P -1) 
n=P 

Q 

= L (J(n) - f(n + 1))g(n) - (J(Q) - f(Q + 1))g(Q) 
n=P 

+ f(Q)g(Q) - f(P)g(P - 1) 

= f(Q + l)g(Q) - f(P)g(P - 1) 
Q 

- L g(n)(J(n + 1) - f(n)) 
n=P 

If g( n) is itself a sum 
n 

g(n) = L h(m) , 
m=P 

then the Abel transformation reduces to the following formula: 

Q Q 

L f(n)h(n) =f(Q + 1)· L h(n) 
n=P n=P 

Q n 

+ L (J(n) - f(n + 1)). L h(m) . 
n=P m=P 

Finally, taking P = 1 for simplicity, let f be a continuously differentiable 
function defined on [1,00[. If for x ~ 1 one defines the sum function by 

[xl 

g(x) = L h(m) , 
m=l 

then because of 

I n +1 

f(n) - f(n + 1) = - n f'(t)dt 

and the transformations 
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[x) n 

L (f(n) - fen + 1)) . L hem) 
n=1 m=1 

[x) rH 
= - L in f'(t)dt· g(n) 

n=1 n 

[x) rH 
= - L in f'(t)g(t)dt 

n=1 n 

I[X)+1 

= - 1 g(t)f'(t)dt 

I x [[X)+1 
= - 1 g(t)f'(t)dt - lx g(t)f'(t)dt 

Ix [[xl+l 
= - 1 g(t)f'(t)dt - g([X]) 1x f'(t)dt 

= -Ix g(t)f'(t)dt - g(x)f([x] + 1) + g(x)f(x) 

for Q = [x] the right hand side gives the following statements. 

Proposition 4: Abel Transformation. Let f be continuously differentiable 
on [1,00[, h be a number theoretic junction, and 9 be defined by 

[x) 

g(x) = L hem) 
m=1 

then 
[x) IX L f(n)h(n) = f(x)g(x) - g(t)f'(t)dt 

n=1 1 

This version of Abel transformation appears to allow meaningful extension 
of number theoretic functions 9 from 1N to [1,00[ via g(x) = g([x]). Moreover 

instead of E~~1 one willingly writes En<x or El<n<x. With this Abel trans-
formation is elegantly expressed as - - -

L f(n)h(n) = f(x)g(x) -IX g(t)f'(t)dt 
n:$x 1 

for 

g(x) = L hem) . 
m:$x 

By means of a simple substitution one easily sees that for an arbitrary 
monotone increasing, unbounded sequence of real numbers >'1 < >'2 < ... < 
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>'n < ... and a function f continuously differentiable on [>'1'00[ the Abel 
transformation holds in the form 

L f(>'n)h(n) = f(x)g(x) -lx g(t)f'(t)dt 
.\1 ~.\n ~X .\1 

with 
g(x) = L h(m) . 

.\1 ~.\m~X 

In the initially proved "sum version" of the Abel transformation one does not 
need to assume that the number theoretic functions take complex values - it 
suffices to assume that these values lie in some (not necessarily commutative) 
ring. All such generalisations of the Abel transformation are useful; however 
for the purpose of this book the connection between sum and integral stated 
in and after Proposition 4 suffices. 

(3) The qualitative analogy between sum and integral is rounded out by 
a quantitative analogy. 

Proposition 5: The Euler Sum Formula. Let a be a natural number and 
f a continuoU8ly differentiable function defined on [a, 00[. Then we have 

L fen) = 1x 
f(t)dt + R 

a~n~x a 

with the remainder term 

R = 1x {t}J'(t)dt + f(a) - {x }f(x) 

In particular, if f increa8e8 (decrea8e8) monotonically, then R = O(J(x») 
(re8p. R = O(J(a»)); we a88ume f 2: o. 

Proof. As usual let {t} = t - [t] denote the fractional part of the real quantity 
t. If in the formula for the Abel transformation one substitutes the arithmetic 
function h with hem) = 0 for m = 1,2, ... , a-I and hem) = 1 for m 2: a, 
then one obtains 

L fen) = f(x)([x] - a + 1) -lX ([t] - a + l)f'(t)dt 
a~n~x a 

= [xJf(x) - (a - l)f(x) -lx [t]J'(t)dt 

+ (a -l)(f(x) - f(a» 

= [x]f(x) - (a - l)f(a) -lx [t]J'(t)dt 

If from this relation one subtracts the formula 
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1X f(t)dt = xf(x) - af(a) -lx tf'(t)dt 

obtained by partial integration, then one is left with the remainder term of the 
Euler sum formula. Since from the monotonicity of f the sign of f' remains 
unchanged, from 

= 11x 
f'(t)dtl = If(x) - f(a)1 

one deduces in general that 

R = O(lf(x)1 + If(a)1) , 

from which the remainder of Proposition 5 follows. o 

Iffor example for some constant s > lone writes f( t) = r s , then, because 
of the decreasing monotonicity of the function, for natural numbers P, Q with 
P < Q one has 

This justifies the following statement: 

Proposition 6. For natural numbers P, Q with P < Q and real s > lone 
has 

Q 1 1 (1 1) (1) ---- ----- +0 -; n S - s _ 1 ps-1 Qs-1 ps 

In particular 
00 1 1 
~ -=-+0(1), 
L.J nS s - 1 
n=l 

and 

00 1 1 1 (1) -=--·--+0 -
n; n B s - 1 Ns-l NB 
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If one puts f(t) = lit one obtains the relation 

N 1 IN dt IN {t}dt L-= -+1- -
n=l nIt 1 t 2 

= 10 NI-lOO {t}dt [00 {t}dt 
g + 1 t 2 + iN t 2 ' 

where the first integral certainly converges, and one estimates the second by 

The number 

C = 1 _ [00 {t}dt 
i1 t2 

is called the Euler-Mascheroni constant, and in turn this calculation justifies 

Proposition 7. One has 

N 1 (1) ~ ~ = log N + C + 0 N ' 

where 

100 {t}dt (N 1 ) 
C = 1 - -- = lim L - -log N 

1 t2 N-oo n 
n=1 

denotes the Euler-Mascheroni constant. 

Applications: 

(1) In the Dirichlet divisor problem the averaged behaviour of the divisor 
function 

is to be asymptotically calculated. The sum above calculates all natural num­
bers rn, which divide one of the natural numbers n $ N; in other words it 
counts all pairs (rn, k) of natural numbers for which rnk = n $ N holds. An 
analytic formulation of the sum above, which is easier to handle, reads 
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= logN + 0(1) 

Although with this 

1 N 
N L T(n) '" logN , 

n=l 

or more exactly 

1 N 
N L T(n) = logN + 0(1) 

n=l 

is proved, the result is not yet satisfactory, since the crude estimate 

1 N {N} 
N ~ -;;: = 0(1) 

dominates the more subtle calculation of the harmonic sum in Proposition 
7. Dirichlet solved this mismatch by bringing the symmetry between divisors 
and complementary divisors into play. If into A we collect all pairs (m, n) of 
natural numbers with nm:::; N and n:::; VJii, and into B all pairs (n,m) with 
nm :::; N and m :::; VJii, then the union of A and B describes all the divisors 
counted in 

N 

LT(n) 
n=l 

Only the pairs with n :::; VJii and m :::; VJii are counted twice in a common 

listing of A and Bj the number of these doubly counted pairs comes to [VJii] 2, 

from which it follows that 
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! t, r(n) = ! (2.Ev J~/' 1- [v'Nr) 
= ~ L [N] -~ [v'Nf N r.; n N 

n5.vN 

= ~ L (~ - { ~} ) - ~ (v'N - { v'N} r 
n5.VN 

= 2 L ;; - 1 - ~ L {~ } + ~ { v'N} 
n5.VN n5.VN 

- ~ {v'Nr 
= 2 log [v'N] + 2C + ° ( IN ) -1 - ~ ° ( v'N) 

2 1 
+ ViiO(l) - NO(l) 

= 2 log ( v'N - { v'N}) + 2C - 1 + ° ( IN ) 
= 21ogv'N + 0 (v'N _ 2{ v'N} . {v'N}) 

+ 2C - 1 + ° ( IN ) 
= log N + 2C - 1 + ° ( IN ) 

(In the last line but one the mean value theorem is applied.) o 

Proposition 8. The averaged behaviour of the divisor function r( n) is de­
scribed asymptotically by 

1 N ( 1 ) 
N ?; r( n) = log N + 2C - 1 + ° Vii . 12 

(2) In the third chapter we introduced the number theoretic function r(n), 
which counts the representation of n as the sum of two integral squares. Al­
though here also we are concerned with a typical number theoretic function 
with unusually jumpy behaviour, asymptotic calculation of the mean 
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shows itself to be extraordinarily simple. Thus let 

N N 

L r(n) = L L L 1 
n=l n=l x y:x2+y2=n 

=L L 1 
x y:l~x2+y2~N 

give the number of points (x, y) distinct from the origin (0,0) with inte­
gral coordinates inside the circle centred at (0,0) with radius Vii. If with 
each (x, y) with integral coordinates one associates the square Q( x, y) = 
[x,x + l[x[y,y + 1[ and lets KN denote the disc, i.e. the set of all (e,1]) 
with e + 1]2 ~ N, then 

N 

1 + L r(n) = L 1 
n=l (x,y)EKN 

It follows that it is only necessary to estimate the total area of the square 
Q(x, y) with (x, y) from KN. Since the diameter ofthe square is \1'2, all squares 
under consideration must lie inside the concentric circle with radius VN + \1'2 
and also must cover the concentric disc with radius v'N - \1'2. Thus 

2 N 2 

1r . ( Vii - \1'2) ~ 1 + L r( n) ~ 1r . (Vii + \1'2) 
n=l 

Hence on the one hand 

N 

L r(n) ~ 1rN + 21rhVii + 21r-l 
n=l 

and on the other 

N 

L r(n) 2: 1rN - 21rhVii + 21r - 1 
n=l 

This simple calculation was first carried out by Gauss, for which reason the 
asymptotic averaging of 

1 N 
N L r(n) 

n=l 
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is, with hindsight of its geometric significance, called the Gauss circle problem. 
The following theorem ties the result together: 

Proposition 9. The behaviour of the function r(n), which counts the repre­
sentation of n as the sum of two squares is described asymptotically by 

1 ~ ( 1) 13 N L...J r(n) = 7r + 0 N . 
n=l v0V 

(3) For the calculation of the averaged behaviour of the Euler <p-function 
it is most convenient to use the well-known representation in terms of the 
Mobius /l-function from elementary number theory, 

Thus 

cp(n) = L ~ '/l(m) . 
m 

mln 

1 N 1 N 

N L cp( n) = N L L : . /l( m) 
n=l n=l mln 

1 
= N L L k'/l(m) 

k m:km=n~N 

1 N 
= N L /l( m) . L k 

m=l k:km~N 

1 N 
= N L /l( m)· L k 

m=l k~N/m 

N 
= ~ ~ /l(m) [N/m]([N/m] + 1) 

NL...J 2 
m=l 

The orders of magnitude of the second and third summand are 
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(
1 NI) o 2 f, m = O(log N) , 

o (2~ f;, 1) = 0(1) . 

For the estimation of the first summand one applies the identity 

= f 2: Jl~7) 
n=1 mln 

= f ~6 (2: Jl( m)) = 1 , 
n=1 mln 

which on the one hand depends on the Mobius inversion formula, and on the 
other on the interchangeability of series members, given the absolute conver­
gence for s > 1. In short one has a special case of a more general allowable 
procedure. From this it follows that 

( )

-1 
00 Jl(m) 00 1 1 
2: ~ = 2: kB = (s) , 
m=1 k=1 

s>l. 

In particular by Proposition 6 

~ Jl(m) = ~ Jl(m) _ ~ Jl(m) 
L..J m 2 L..J m 2 L..J m2 
m=1 m=1 m=N+1 

Proposition 10. The averaged behaviour of the Euler function cp( n) is de­
scribed asymptotically by 

1 N 3 
- " cp(n) = -. N + O(1ogN) N L..J rr2 

n=1 

Since this proposition indicates linear behaviour for the mean of the Euler 
function, the quotient cp(n)/n is also of interest, since in mean it must be 
asymptotically equal to a constant. In the calculation of 
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N L ~~n) 
n=1 

we use the Abel transfonnation (Proposition 4) together with the expressions 
f(n) = ljn, h(n) = ~(n) and 

Thus 

n 3 
g(n) = L h(m) = 2". n2 + O(n log n) 

11" 
m=1 

~ ~(n) 1 3N2 1 
L..J - = - . - + -O(Nlog N) 
n=1 n N 11"2 N 

_ [N 3t2 . -ldt+O ([N tlogt dt) 
i1 11"2 t2 i1 t2 

= 3~ + O(logN) + -;. . N + 0 ( t=N logt· d(10gt)) 
11" 11" it=1 
6N 

= -2 + O(log2 N) 
11" 

Proposition 11. The averaged asymptotic behaviour of the quotient ~(n)jn 
is described by 

~ ~ ~(n) =~+O(log2N) . 
N L..J n 11"2 N 

n=1 

(4) A natural number n is called k-free (if k = 2, square-free), if it is divis­
ible by no integral kth power other than 1 k. The number theoretic function 
f-tk determines whethern is k-free or not, since for k-free n it has the value 
f-tk(n) = 1 and for the remaining n f-tk(n) = O. If one writes n = hk ·1 with 1 
k-free, then from m k I n it follows necessarily that m k I hk, that is m I h. In 
the same way one passes from m I h to m k I n. Therefore 

L f-t(m) = L f-t(m) 
m:mkln mlh 

holds. On the right stands the sum function of the Mobius function for h; 
obviously it only equals 1 for h = 1, and is otherwise always zero. This shows 
that 

f-tk(n) = L f-t(m) 
m:mkln 

and helps to justify 
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Proposition 12. The averaged behaviour of the function J.lk(n), which deter­
mines if n is k-free (if yes then J.lk(n) = 1, if no then J.lk(n) = 0) is described 
asymptotically by 

1 N 1 (W) 
N ~ J.lk(n) = ((k) +0 N 

Proof. Use the relations 

If A( x) counts the natural numbers n ~ x which satisfy a certain property A, 
then one calls 

limx _ oo A( x ) 
x 

the density of the natural numbers with property A. In the sense of this 
eonvention it follows from Proposition 12 that 

Corollary 1. The density of the k-free natural numbers equals 1/(( k), m 
particular the density of the square-free natural numbers equals 6/7r2 • 
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(5) As a final illustrative example we study the probability that a pair 
(rn, n) of natural numbers is coprime. As a technical tool we use a basic 
property of the Mobius function. 

Lemma 2: Vinogradov's Lemma. Let S denote a finite set, G a commuta­
tive group (written additively), f and 9 two functions defined on S with values 
in IN (respectively G). Then the formula 

00 

L g(s) = L /-t(rn)· L g(s) 
sES:f(s)=1 m=1 sES:mlf(s) 

holds. 

Proof. Since the sum function of the Mobius function Lmlf(s) /-t( rn) only takes 
the value 1 for f(s) = 1, otherwise always taking the value 0, we must have 

L g(s) = L g(s)· L /-t(rn) 
sES:f(s)=1 sES mlf(s) 

00 

= L /-t(rn)· g(s) , 
m=1 sES:mlf(s) 

(where the final infinite sequence is actually terminating). o 

As an application of the Vinogradov lemma put G = {;, S equal to the set 
of all natural divisors of nand f(s) = nls. The formula 

00 

g(n) = L /-t(rn)· L g(s) 
m=1 s:mln/s 

= L /-t(rn) L g(s) 
mln sin/m 

obtained in this way proves the Mobius inversion formula. 
A second application concerns the exercise mentioned at the beginning, 

which we can state more generally: how large is the number Ak(N) of k­
tuples (nI, ... , nk) of natural numbers n i ~ N, which are relatively prime to 
each other, that is have highest common factor g.c.d.(nl, ... , nk) = 1? If in the 
Vinogradov lemma one sets S equal to the set of k-tuples under consideration, 
takes g(s) = g(nl, ... , nk) = 1 for all s = (nl, ... , nk) from S, G = {;, and 
f(s) = f(nl, ... , nk) = g.c.d(nl' ... ' nk), then Lemma 2 implies that 
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00 

1 
m=1 (nl, ... ,n")ES:mlnl, ... ,mln,, 

00 

= L J.t(m)· 1 

00 [N] k = l; J.t(m) ~ 

00 N k ( N (N) k-l) 
= l; J.t(m) m k + 0 l; 1J.t(m) I m 

Nk ( N ) = -- + 0 N k - 1 L m 1 - k 

((k) m=1 

If we distinguish between the cases k = 2 and k > 2 then we obtain the 
following answer 

Proposition 13. The number Ak(N) of k-tuples (nl,"" nk) of natural num­
bers nj :S: N, which are relatively prime to each other, for k > 2 satisfy 

Ak(N) = N k /((k) + O(Nk-l) 

and for k = 2 
A2(N) = 6N2/1I'2 + O(N log N) . 

In particular the probability that an arbitrarily chosen fraction a = n/m cannot 
be reduced tends to 6/11'2. 

Third Tool of the Trade: Dirichlet Series 

The fonnula 
00 J.t(n) 1 (00 1)-1 
L -;;;- = ((s) = L nil 
n=1 n=1 

introduced in connection with the third application for s > 1 is only an ex­
ample of the general concept of so-called Dirichlet series: if f is a number 
theoretic function we call 

~ fen) = F(s) 
L....J nil 
n=1 

the Dirichlet series formed from this function. In order to understand the 
importance of these functions for number theory, let us first put on one side the 
study of their convergence. Neglecting convergence suppose first that Dirichlet 
series are considered formally as finite sums - if we multiply F( s) by the series 

~ g(n) = G(s) , 
L....J nB 
n=1 
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with the same exponentiated power in the denominator one obtains 

F(s). G(s) = ~ f(m) ~ g(k) 
~ m B ~ k B 

m=l k=l 

= ~ ~ f(m)g(k) 
~ ~ (mk)s 
m=l k=l 

00 1 
= L nB L L f(m)g(k) 

n=l m,k:mk=n 

00 1 
= L nS L f(m)g (;) . 

n=l mln 

Thus the result is again a Dirichlet series forming the convolution f * 9 of the 
two number theoretic functions f and g. We define 

f * g(n) = L f(m)g (;) . 
mln 

In particular if G( s) = ( s), i.e. g( n) = 1 for all n, one obtains 

00 01 

F(s)(s) = L nS L f(m) , 
n=l mln 

and hence this Dirichlet series is generated by the sum function of f. Thus 
the formula 

~ p,(m) 1 
~ -;;;- = (s) 
n=l 

only mirrors 

L p,(m)· L f(k) = fen) , 
mln kin/m 

i.e. once more the Mobius inversion formula. 
Simple examples show the connection between Dirichlet series and number 

theoretic functions. Because 

T(n) = L 1 
mln 

holds, we also have 

For 
a(n) = L m 

mln 

the representation 
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follows from 

Since it is clear that 

~ a(n) = (s)(s -1) 
~ n" 
n=l 

00 1 00 

(s)(s - 1) = "'"' - "'"' ~ ~ k B ~ m S 

k=l m=l 

00 1 
= L nS L m 

n=l mln 

L <p(m) = n 
mln 

and the associated Dirichlet series agree with 

00 

"'"' ~ =(s-l) ~ n S 

n=l 

it follows for the Euler <p-function from the Mobius inversion formula that 

f: <pen) = (s -1) . 
n=l n" (s) 

For prime powers n = p" let the Mangoldt function A be given by A(n) = 
A(p") = logp. On the other hand if n is not a pure prime power, set A(n) = O. 
Since in the sum function 

L A(m) , 
mln 

for each prime divisor p logp is counted according to the multiplicity v(p, n) 
arising in the prime factorisation of n, and the sum of the logarithms can be 
expressed as the logarithm of the product, the sum function above reads 

L A(m) = logn . 
mln 

For the formal differentiation of the Riemann (-function and the Mobius in­
version formula it follows that 

which implies 

-('Cs) = ~ logn 
~ n S 

n=l 

00 1 
= L nS L A(m) 

n=l mln 

= ( s) . ~ A( n ) , 
~ nB 

n=l 
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f A(n) = _ ('(8) . 
n=l n S (8) 

For multiplicative number theoretic functions f the Dirichlet series can 
be transformed into product form, since, starting from the unique product 
decomposition 

n = p~lp~2 ... p';; ... 

of each natural number as a product of prime powers, we can carry through 
the formal manipulation 

F(8) = ~ f(n) 
L..J nB 
n=l 

= IT~ f(pll) 
L..J V8 ' 

P 11=0 P 

f (p~l ) f (p~2) ... f (p';;) ... 
p~lSp~2S .. . p';;s ... 

where the product is taken over all prime numbers p. Furthermore, if f is 
strongly multiplicative - i.e. in each case f( mn) = f( m )f( n) holds - this 
shows, taking into consideration the geometric series 

that 

00 f(p)" 1 
Lp;;- = f(p) 
11=0 1--­

pS 

F(8) = f f(n) = IT 1 
n=l n S P 1 _ f(p) 

ps 

A last example shows how this formula serves to represent number theoretic 
functions. 

The Liouville function A is defined for prime powers by A(p") = (-1)", 
and is extended to all natural numbers so as to be multiplicative. Hence A( n) 
takes the value +1 or -1, depending on whether n possesses an even or odd 
number of prime factors, due regard being paid to multiplicities. Since A is 
even strongly multiplicative, it follows that 

~ A(n) = IT_1-
L..J n S 1 
n=l P 1 +-ps 

1 
1--_ IT ps (28) 

- P 1-~ = (8) 
p2s 
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In the formula 

((2s) = ~ _1 = ~ q(n) 
L.J m 2s L.J nS 
m=l n=l 

we introduce the number theoretic function q( n), which for a natural square 
n = m 2 takes the value q(n) = q(m2 ) = 1, and otherwise is equal to zero. It 
follows 

which gives 

These formal manipulations can be put on a sound foundation, since calcu­
lations with Dirichlet series, such as differentiation, transformation to infinite 
products, multiplication with arbitrary rearrangement of the component sub­
products, etc. can be considered as formal operations taking place inside the 
framework of formal Dirichlet series. For the analyst the setting up of the 
framework is uninteresting - he justifies all the operations arising here by the 
demonstration of absolute (resp. uniform) convergence for the series (resp. 
products) which occur. This is achieved by means of 

Proposition 14. If 

F(s) = ~ f(n) 
L.J nS 
n=l 

is the Dirichlet series formed from the number theoretic function f, and if 
F( s) converges for the complex number s = So, then it converges uniformly 
for all complex s in the corner region -a ~ arg(s - so) ~ a for an arbitrary 
constant a < 7r /2. 

The fact that s is considered as a complex variable, s = 0' + it, should be 
particularly clearly emphasised; it allows us to use complex variable techniques 
for Dirichlet series. The theorem visibly asserts that the uniform convergence 
of Dirichlet series is guaranteed in a region of the form drawn in Fig. 14. In 
particular the function F( s) converges for Re( s) > Re( so). 

Proof. Passing from f to the number theoretic function f(n)/n so one recog­
nises that without loss of generality one can take So = 0, i.e. one can assume 
the convergence of 



4. Number Theoretic Functions 95 

o 

Fig. 14. Region of convergence for Dirichlet series 

00 

F(O) = L fen) 
n=l 

This implies that for each arbitrarily preassigned c > 0, one can find some 
natural number K, such that for all N, M with N 2:: M 2:: K, 

N 

L fen) < ccosa 
n=M 

holds. Thus for s with largsl::; a, Icosargsl = Re(s)/lsl2:: cos a, because of 

= _I_sl_ (n-Re(S) _ (n + l)-Re(s») 
Re(s) 

::; _1_ (n-Re(8) _ (n + 1)-Re(8») , 
cos a 

one can apply the Abel transformation, obtaining 
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N 

L f(n)n- S 

n=M 

N 

= (N + 1)-S L f(n) 
n=M 

N n 

+ L (n- S _ (n + 1)-S) L f(m) 
n=M m=M 

N 

~ (N + 1)-Re(s) L f(n) 
n=M 

N n 

+ L _1_ (n-Re(S) - (n + 1)-Re(S») L f(m) 
n=M cosa m=M 

~ (N + 1)-Re(B) . C • cos a 

+ (M-Re(S) _ (N + 1)-Re(S») . C 

~ M-Re(s) . c < c . 

The assertion in the proposition now follows. o 

The infimum 170 of the real parts of all s for which F( s) converges is 
called the convergence abscissa of the Dirichlet series, since for Re( s) > 170 the 
Dirichlet series converges, and in each compact subregion of the half-plane 
Re(s) > 170 is even uniformly convergent. Hence by the complex variable 
convergence theorem of Weierstrass it follows that the Dirichlet series 

F(s) = ~ f(n) 
L...t nS 
n=l 

is holomorphic and may be differentiated term by term, 

F'(s) = ~ -f(n)logn . 
L...t nS 
n=l 

The convergence abscissa a~ of the Dirichlet series 

is called the abscissa of absolute convergence of F( s). The example of the 
Riemann (-function with convergence abscissa 17& = 1 and of the Dirichlet 
serIes 

with convergence abscissa 17& = 0 (by the Leibniz convergence test for alter­
nating series) shows that the abscissa of absolute convergence, which for the 
series given below coincides with that of the Riemann (-function, may in gen­
eral be greater than the convergence abscissa itself. However the difference is 
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at most 1: indeed if 0"0 (resp. O"~) denotes the convergence abscissa (resp. the 
abscissa of absolute convergence) of 

~ fen) 
L...J n" ' 
n=1 

then, because of the boundedness of the terms for 0" > 0"0, there must exist 
some K with 

If(n). n-<71 < K 

for all n. Hence for an arbitrary positive e 

00 I fen) I 00 1 ~ n<7+H€ ~ K . ~ n H € < 00 , 

so that it is certainly true that 0"6 ~ 0" + 1 + e. Because of the free choice of 
0" > 0"0, e > 0, the inequality O"~ ~ 0"0 + 1 has to hold, as asserted. 

Proposition 15. Let the Dirichlet series 

pes) = f f(~), 
n 

n=1 

G(s) = ~ g(n) 
L...J n" 
n=1 

be convergent for Re( s) > 0"0 and be absolutely convergent for Re( s) > O"~. 
If for all s with Re( s) > 0"0 the equation P( s) = G( s) holds, then the same 
also holds for the underlying number theoretic junctions, i. e. for all natural 
numbers n f(n) = g( n). For all s with Re( s) > O"~ the product may be expressed 
as 

P(s). G(s) = ~ f * g(n) 
L...J nS 
n=1 

with 

f * g(n) = L L f(m)g(k) = L f(m)g (:) 
m,k:mk=n mln 

If f is a multiplicative function, then for all s with Re( s) > O"~ there exists the 
product representation 

pes) = IT L f(~:) , 
p /I~O P 

which for a strongly multiplicative junction simplifies to 

1 
pes) = IT f(p)· 

p 1--­
pS 

(As always the index p runs through all prime numbers.) 

Proof. For the verification of the first statement it must follow from 
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H(s) = F(s) _ G(s) = ~ J(n) - g(n) = ~ h(n) = 0 
L...J nB L...J nB 
n=l n=l 

that h(n) = 0 for all n. If N were the smallest natural number with h(N) f; 0, 
then from the uniform convergence of 

~ h(n) ·NB 
L...J n" 

n=N 

for s ~ 0"0 + 1, it would follow that for all c > 0 we could find some M, 
depending only on c, with 

c 
<-

2 

Since for a sufficiently large s one can also suppose that 

M (N)S L h(n)· -; 
n=N+l 

one concludes that 

M (N)S 
Ih(N)I::; L h(n)· -; + 

n=N+l 
L 

n=M+l 

00 h(n). NS 
<c 

n S 

which is arbitrarily small. Thus in spite of everything h( N) = o. 
The second statement of the proposition is clear from the known rearrange­

ment theorem, given the assumption of absolute convergence. The simplest 
way to derive the third is the following: on the one hand 

L J(pll) 

II~O p"S 

is absolutely convergent for all prime numbers p and for Re( s) > O"~. If on the 
other hand INk denotes the set of all natural numbers, which only have prime 
factors p ::; k, then limk--+oo INk agrees with the union of all the INk, i.e. with 
all of IN. The conclusion follows from 

by taking the limit as k ---t 00. D 

With this the formal operations in connection with the introduction of 
Dirichlet series are analytically justified. In particular we have 

Proposition 16. The Mobius function J-L( n), which is only distinct from zero 
Jor square-free n and in this case takes the value ±1 depending on whether n 
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has an even or odd number of distinct prime factors, and the number theoretic 
functions 

r(n) = I: 1 , 
mln 

which counts the divisors, 

u(n) = I: m , 

mln 

which adds the divisors, 

cp(n) = I: 1 = I: J.t(m)· : ' 
m~n:g.c.d.(m,n)=l mln 

which counts the prime residue classes, 

which determines by ±1 whether the number of prime factors of n (due regard 
being paid to their multiplicities) is even or odd, 

A(n) = I: J.t(m) log (:) , 
mln 

which for prime powers pV = n takes the value logp and is otherwise zero, 
give rise to the Dirichlet series 

(in particular this shows that (8) is never zero for Re(8) > 1), 

~ r(n) = (8)2, Re(8) > 1 , 
L....J nS 
n=l 

~ u(n) = (8)(8 _ 1), Re(8) > 2 , 
L....J nS 
n=l 

~ cp(n) __ (8 - 1) , 
L....J Re(8) > 2 , 
n=l n S (8) 

f -X(n) = (28), Re(8) > 1 , 
n=l n S (8) 

~ A(n) ___ ('(8) , 
L....J Re(8) > 1 . 
n=l n S (8) 

The holomorphic nature of the Dirichlet series to the right of the conver­
gence abscissa raises the question whether holomorphic functions, which can 
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be represented to the right of the convergence abscissa by Dirichlet series, 
admit holomorphic extensions to larger regions of the complex plane. Already 
the relation 

which holds for Re(s) > 1, while the right hand side involves a holomorphic 
Dirichlet series for Re( s) > 0, raises the possibility of extending ( s) for 
Re( s) > O. We make this more rigorous in the following manner: on the one 
hand one has the integral representation 

00 n 00 n-1 
(s) = L n S - L --;;:;-

n=l n=l 
00 00 

= ~ :8 -~ (n:1)S 
00 

= L n(n- S - (n + 1)-8 , 
n=l 

00 [n+l 
= L ns in x-s-1dx 

n=l n 

00 [n+l 
= s· L in [x]x- S

-
1dx 

n=1 n 

= s .100 
[x]x- S - 1dx, Re(s) > 1 

On the other hand there is the integral closely related to the one above 

s· x . x- - x = -- = 1 + --100 S Id s 1 
I s-l s-l 

On the right hand side the difference 

(s) - -- = 1 + s· ([x]- x)x-S - 1dx 1 100 
s -1 1 

= 1 _ s. [00 { x} dx 
11 x s+1 

describes a function holomorphic for Re( s) > 0, so that analytic continuation 

1 100 {x} ( s) = -- + 1 - s . - dx 
s -1 1 x 8+1 
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yields a function holomorphic for all 8 with Re( 8) > 0 away from the pole at 
8 = 1. 

Proposition 17. BecaU3e of the integral formula 

(8) = 8 .100 [xjx- S - 1dx 

and its con3equence 

1 foo {x} 
(8) - -- = 1- 8· - dx 

8 - 1 1 x s+1 

the Riemann (-function 

00 1 
(8) = "" -, Re(8) > 1 , L...J nS 

n=l 

can be analytically extended as a holomorphic function in Re( 8) > 0 with the 
exception of the 3imple pole at 8 = 1 with residue 1. 14 

The fact that the analytic continuation of the Riemann zeta function can­
not be achieved without the price of a singularity on the convergence abscissa 
of the Dirichlet series is based on a general theorem, which holds for all Dirich­
let series formed from positive number theoretic functions. 

Proposition 18: Landau's Theorem. If for all natural numbers n the 
number theoretic function f( n) takes only non-negative real values, and if 
the Dirichlet series 

F(8) = ~ f(n) 
L...J nS 
n=l 

formed from it ha3 the finite convergence abscissa (To, then the function F( 8 ) 

holomorphic in Re( 8) > (To cannot be analytically continued past Re( 8) = (To 
to a region enclosing the point 8 = (To. 

Proof. For (T = (To + 1 because F(8) is holomorphic one has 

= ~ ~ «(T - 8 )k . f( n) lol n . 
L...J L...J k! nIT 
k=O n=l 

If F( 8) were analytically continuable past Re( 8) = (To, the radius of conver­
gence of the power series would have to exceed (T - (To = 1. Hence the series 
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would have to converge for some real s < 0"0, and because of the positivity of 
all summands this convergence would be absolute. Because of the permitted 
rearrangement of the members 

F(s) = ~ fen) ~ ((0" - s)logn)k 
L...J n t7 L...J k! 
n=I k=o 

= ~ fen) . e(t7-s)logn 
L...J nt7 
n=I 

and the convergence of the last series, it would follow that 0"0 would not be 
the convergence abscissa of F(s). 

Abel transformation shows that not only the Riemann (-function, but also 
other Dirichlet series possess integral representations. From 

I: fen) 1 /,X -s - = - . g(x) - g(t)· - dt 
n6 x 6 t a+I 

n$x 1 

with 
g(x) = I: fen) 

n$x 

it follows that for a sufficiently large real part of s (chosen to ensure that 
g( x ) / x 6 tends to zero as x -+ 00 and the convergence of the integral) 

with 
g(x) = I: fen) 

n$x 

For example, if the t/I-function is defined by 

t/I(x) = I: A(n) = I: I: logp 
n$x p,/I~I:p' $x 

and one considers the trivial inequality t/I( x) ~ x log x, then a consequence of 
representation as an integral as above is 

Proposition 19. For all s with Re ( s) > lone has the integral representation 

_ ('(s) = . roo .1.( ) -a-Id 
((s) S iI 'P X X X , 

where t/I( x) adds the values of A( n) for all n ~ x. 
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Exercises on Chapter 4 

1. Let Z denote the set of all complex-valued number theoretic functions. For 
/,g E Z and n E IN put (J + g)(n) = /(n) + g(n) and / * g(n) = 
Edln /( d)g ( ~ ). Show that (Z, +, *) is an integral domain. 

2. (i) Show that the unitgroup Z· of Z equals {J E Z : /(1) 1= o}. 
(ii) For each prime number p let 

{o n I=p 
g,,(n)= 1 n=p 

Show that g" is a prime element in Z. 

* 3. Let Jt ~ JR.n be measurable, and suppose either that IJtnznl < 00 or >.(Jt) < 
00. For 9 E zn define .09 := {~ E JR.n : 0 :::; Xi - gi < 1 for 1 :::; i :::; n}. Show 
that 

1 

9Ezn,O.n8J\~' 

4. For n E IN let Vn be the volume of the unit ball in JR.n • Show that as R -> 00 

5. For n E IN let 

L 1 = RnVn + O(Rn-1) 
.EZn 

'f+···+,a5 R2 

n-1 
IPn(X) = IT (x - e2 .. ik/ n) 

~=O 
,cd(~.n)=l 

be the nth cyclotomic polynomial. Show that IPn(x) = lldln (xn/d _l)"(d) E 

z[x]. 

6. Show that as n -> 00 

7. For n ~ 1 let 

,",00 (p( k) _ 6 + 0 (!<>K.".) 
L..Jk=n ~ - ;r.;- ....,., . 

n 

An= L 
~=1 

,cd(~.n)=l 

1 
k+n 

Show that An = ~ Edln E:=l k~dJL (~). 

8. Show that as n -> 00 An = ~ log 2 + 0 (~). 

* 9. For n ~ 1 write 
n .. 

1 

~=1 t=l 
kl(k + I) 

~+t>n. ,cd(~.t)=l 

Show that S .. = 2 E~n+1 ~. 

10. Show that as n -> 00 Sn = 12 .. 12'! 2 + 0 C':t). (Lehner and Newman, 1968). 
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11. Show that for Re( 8) = 1 E:=l n -. diverges. 

12. Show that the Dirichlet series E:=l (-I)"n-· has infinitely many zeros on 
the line Re( 8) = 1. 

13. (i) The power series E:=l z: = -log(1 - z) converges compactly in 

{z E (: : Izl ~ l,z i' I}. 
(ii) For all x E IR, x ft z, E:=l sin~ .. "'" = -1I"({x} -1/2). 
(iii) For all NE IN and all x E IR, IE~=l sin ~"'" I ~ 211". 

14. Show: 
(i) For all x E (: the power series E:=o B';.~"') z" = ::~~ converges for 

Izl < 211". 
(ii) For n 2: 0, B,,(x) is a polynomial, B,,(x) = E;=o (~)Bk(O)x"-k. B,,(x) 

is called the nth Bernoulli polynomial and B" := B,,(O) the nth Bernoulli 
number. 

(iii) For n odd, n > 1, B" = O. 
(iv) For n 2: 0, n i' 1, B,,(I) = Bn. We have Bo(x) = 1, B1(x) = X - t. 
(v) For n> 1, E;~~ (~)Bk = o. 

15. (i) For n 2: 0, Bn E ~. 
(ii) For n 2: 1, B~(x) = nBn_1(x). 

16. Show that for m E IN and all a,b E IR 

I b 1 
Bm({x})dx = --1 (Bm+1({b}) - Bm+1({a}» 

a m+ 

and from this deduce that, for m 2: 2, x 1--+ Bm( {x}) is (m-2)fold continuously 
differentiable. 

17. Let m 2: 2, or m = 1 and x ft Z. Show: 
( ·1) B ({x}) - m! '"' k- m e2 .. ik", 

m - - (2 .. i)m L.J ~~~ • 

(ii) 

(iii) 

(iv) 

2m!(_1)"t+1 00 cos2d", 
For m even Bm({x}) = (2 .. )m • E k=l -rnr-. 
D dd B ({ }) _ 2m!(_1)(m+l)/2 • ,",00 ~ 
ror m 0 m X - (2 .. )m L.Jk=l km • 

(2m) = (_I)m+1~2(;~; B2m • 

18. Let f : [a,bj--+ C be q times differentiable, J: If(q)(x)1 dx < 00. Show that for 
1 ~ m ~ q: 

L fen) = Ib f(x)dx 
a<"Sb a 

-+ t (_k~)k (Bk({b})f(k-1)(b) - Bk({a})j<k-1)(a») 
k=l 

+ (_~7+1 Ib Bm({x})j<m)(x)dx . 

(Euler-McLaurin sum formula) 
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19. Let a,b E 71.., f : [a,b] -+ <: q times differentiable, J: IJCq)(x)1 dx < 00. Show 
that for 1 ~ m ~ q: 

* 20. For w > 0 and Re(s) > 1 define 

00 

(s,w) = L(n+w)-' 
n=O 

The map s 1-+ ( S, w) is called the Hurwitz zeta function. Show that it can 
be meromorphically continued on all of C. It has a pole only at s = 1, which 
is simple, and whose residue equals 1. In particular the same holds for the 
Riemann zeta function. 

Hints for the Exercises on Chapter 4 

3. Put 2{ = {g E 71.." : .og ~ .si}, 2{' = {g E 71..n : .og n 8.si =I 0}. Show that 

1211 ~ A(.si), 12{1 ~ l.si n 71..n l and that from .si n.o g =10 and 9 ~ 2{ it follows 

that .og n 8.si =10. Therefore l.si n 71..n I ~ 1211 + 12{'1 and A(.si) ~ 12{1 + 12{'I· 
9. Show that Sn - S,,-l = -2n-2 An and that limn _ oo Sn = O. 

17. Induction on m. Apply (16), (13ii) and (13iii). In order to determine the con­
stant of integration, integrate a second time. 

20. Apply (19) with m large to the function f: [0,00) -+ <:, f(x) = (x +w)-s. 



5. The Prime Number Theorem 

Whereas in the previous chapter we presented asymptotic calculations for 
several number theoretic functions, in this chapter we consider essentially 
the asymptotic description of a single number theoretic function, namely the 
function 11"( n), which counts all prime numbers 15 between 1 and n, or extended 
to R: 

11"(x) = L 1 
p$x 

It is well-known that Euclid showed 

Hm 11"( x) = 00 
x-+oo 

in that he proved that there exist infinitely many prime numbers. If there were 
only finitely many prime numbers 2,3, ... ,P, then one of them would have to 
divide 

2·3·5· ... ·P-1 

which is clearly false. If one orders the prime numbers P1 = 2, P2 = 
3, ... ,Pn, ... according to size, then one sees from Euclid's proof that 

since there must exist some Pm with m > n dividing the number P1P2 ... Pn -1, 
and not exceeding it in size. It follows by induction that 

as asserted. If for some x 2:: 2 n denotes the largest natural number with 

then 

11"(x) 2:: n 2:: 1 + [_1_ . log (log x)] , 
log 2 log 2 

where the right-hand side increases at least proportionately to log log x. Hence 
Euclid implicitly proved that 

11"( x) 2:: c . log log x, c > 0 . 
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This result is a long way from the observed growth rate of 1I"(x). Using a 
method of Erdos DressIer argued in a more subtle way: since each square-free 
integer n ~ x can only be divided by P1, ... ,PK with K = 1I"(x), and since n 
can be written uniquely as 

1I"(X) 

n = IT p~k 
k=l 

where Vk takes only the values 0 or 1, there are at most 211"(x) square-free 
integers n ~ x available. We know that the density of the square-free integers 
tends to 6/11"2, i.e. the number of square-free numbers n ~ x grows asymptoti­
cally as 6x / 11"2. This means that for some positive constant Cl < 6/11"2 

Cl • X ~ 211"(x) 

for sufficiently large x. Hence 

1I"(x) ~ C • log x 

for some C> o. 
But neither does this result describe the asymptotic growth of 1I"(x). Nu­

merical considerations come closer to the goal: in the following table we let 
the values for x be increasing powers of ten, and next to the value for 11"( x) 
we enter the quantity of x/1I"(x): 

X 1I"(x) x/1I"(x) 
10 4 2.5 
102 25 4.0 
103 168 6.0 
104 1229 8.1 
105 9592 10.4 
106 78498 12.7 
107 664579 15.0 
108 5761455 17.4 
109 50847534 19.7 
1010 455052511 22.0 

If x is multiplied by 10, the value of x / 11"( x) in the table increases approxi­
mately by 2.3 ~ log 10; for this reason Legendre and Gauss conjectured the 
asymptotic growth x / 11"( x) rv log x, i.e. 11"( x) rv x/log x. The truth of this as­
sertion is the content of the prime number theorem. If the integral logarithm 
is defined as the Cauchy principal value integral 

r dt 
li x = io logt 

(11 -0: 1X) dt -Hm + --
- 0:-0 0 1+0: logt' 

then by de I'Hopital's rule, 
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1 

li li X l' log x -_ 1 m -- = Im --:;---'-~-=--
z-+oo _x_ z-+oo 1 1 

log x log x - 10g2 X 

we obtain the asymptotic equation 

x li -- '" x 
log x 

Hence 1I"(x) '" li x can also be called the prime number theorem. Gauss conjec­
tured that li(x) describes 1I"(x) even better than x/logx, and the table below 
seems to justify this: 

X 1I"(x) lix x/logx 

103 168 177 .... 144 .... 
104 1 229 1246 .... 1 085 .... 
105 9592 9629 ... , 8685 .... 
106 78498 78627 .... 72382 .... 
107 664579 664918 ... , 620420 .... 
108 5761 455 5762209 .... 5428681. ... 
109 50847534 50849234 .... 48254942 .... 
1010 455052511 455055614 .... 434294481. ... 

However in this book we aim only towards proving that 11"( x) '" x/log x '" li x, 
and neglect more delicate remainder term estimates. 16 Chebyshev almost 
arrived at the statement of the prime number theorem in the following result: 

Theorem 1: Chebyshev's Theorem. There exist two positive constants Cl 

and C2, so that for sufficiently large x we have 

x X 
Cl • -- ~ 11"( x) ~ C2 . -- • 

log x log x 

Proof. Here for the first time one sees the importance of the Mangoldt function, 
since the proof rests on the following technical result: 

Lemma 1. The following estimates hold for the Mangoldt function: 

L A( n) [~] = x log x - x + O(log x) , 
n::;z 

L A( n) ([ ~] - 2 [2:]) = x log 2 + O(log x) 
n::;z 
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Proof of the lemma. It follows from the definition of the Mangoldt function 
that 

I)og n = L L A(m) 
n:5x n:5x mln 

= L A(m) L 1. 
m:5x n:5x:mln 

Since the inner sum counts the multiples n of m with n ~ x, it equals [x/m], 
so that from the Euler sum formula we obtain 

L A(n) [;] = L logn 
n:5x n:5x 

= l x 
logtdt + O(1ogx) 

= x log x - x + O(log x) 

which yields the first estimate. The second is a consequence of the first, because 
10 

~ A(n) ([;] - 2 [2Xn]) 

= L A(n) [;] - 2· L A(n) [;nJ 
n:5x n:5x/2 

-2· L A(n) [2:J 
x/2<n:5x 

the final sum equals zero, and from the equations above 

( X x X) = x log x - x - 2 - log - - - + O(log x) 
2 2 2 

= x log 2 + O(log x) . 

Continuation of the proof of Theorem 1. Since in general 

[a]- 2 [~] < a - 2 (~ - 1) = 2 

and the left-hand side is integral, one has 

[a]- 2 [~] ~ 1 

Therefore from the second formula of Lemma 1 

xlog2 + O(logx) = ~ A(n) ([;] - 2 [;n]) 

~ L A(n) = L [~:gx] logp 
n:5x p:5x gp 

~ log x . L 1 = 7r(x) log x , 
p:5 x 
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which after division by log x implies the left-hand inequality in Chebyshev's 
theorem. In order to verify the right-hand inequality one proceeds analogously, 
starting from the general estimate 

[aj- 2 [i] > a-I - 2i = -1 . 
Because the left-hand side is again integral this can be sharpened to 

[aj-2[i] ~O, 
and now one seeks to bring the second inequality of Lemma 1 into play. This 
turns out to be somewhat more complicated than before - the calculation 
leading to the goal reads 

11"( x ) log x - 11" (~) log ~ 

= log ~ . (11"( x) - 11" (~)) + 11"( X ) log 2 

= log ~ . (11" ( x) - 11" (~)) + O( x) 

= 0 ( L IOgp+X) 
x/2<p$x 

= 0 ( L A(n)· (1- 0) + x) 
x/2<n$x 

= 0 c.~~. A(n) ([~l- 2 [;nJ) + x) 

= 0 (~ A(n) ([~l- 2 [;nJ) + x) 
= O(x) . 

Since more generally this gives the estimate 

11" (;) log; -11" (2:+1 ) log 2k: 1 = 0 (;k) , 
for K with 2K ~ x < 2K H we obtain 

1I"(x) log x 
K 

= L (11" (;k) log ;k - 11" (2k: 1) log 2k: 1) 
k=O 

= 0 (t ;k) = O(x) . 
k=O 
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After division by log x this leads to the right-hand inequality in Chebyshev's 
theorer.n. 0 

Chebyshev tried a further atter.npt to force the at that tir.ne unproved 
prir.ne nur.nber theorer.n, and introduced the following equivalence. 

Proposition 1. The statement 

is equivalent to 

where 

X 
1I"(x) "'.­

log x 

.,p(x) '" x 

.,p(x) = L A(n) = L L logp 
n~x p,v~l:pV ~x 

denotes the .,p-function (introduced by Chebyshev). 

Proof On the one hand by definition 

.,p(x) = L [~:gx] logp 
p~x gp 

~ log x . L 1 = 11"( X ) log x 
p~x 

On the other hand for any y in 1 < y < x, we have 

1I"(x) = 1I"(Y) + L 1 

from which the inequality 

y<p~x 

~ logp 
~ 1I"(Y) + ~ -1 -

y<p~x ogy 

y .,p(x) 
<C2·--+-­
- logy logy 

11"( x) . log x ~ C2 • Y log x + .,p( x) . log x 
x x log y x log Y 

follows. In the special case of y = x / log x, this implies 

( ) log X C2 
11" X • -- <---=:....-..-­

X -log x - log log x 

+ .,p(x) . 1 
x 1- (log log x)jlog x 

Taken together the two inequalities show that the stater.nents 
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Hm 7r(x) . log x = 1, 
x-oo x 

Hm t/J( x) = 1 
x-oo x 

are equivalent, as claimed by Chebyshev in Proposition 1. o 

After the fruitless efforts of Chebyshev to find a proof of the prime number 
theorem in the years 1848 and 1850, Mertens in 1874 produced asymptotic 
calculations for means of functions of prime numbers. 

Theorem 2: Mertens' Theorem. If the variable p runs through all prime 
numbers, the following asymptotic approximations hold: 

" logp ~ - = log x + 0(1), 
p$x p 

L.!. =loglogx+c+O (101 x) 
p$x p g 

Here c denotes a constant, and 

IT (1 - .!.) = ~ . (1 + 0 (_1 )) 
< p log x log x 

p_x 

with another constant c'. 

Proof. Because of Lemma 1 we have 

x log x - x + O(log x) 

= L A(n) [~] 
n$x 

= L lo!p ·x- L {;}logp+O (L L XP-VlOgp) 
p$x p$x p$y'X2$v9ogx/1ogp 

" logp (" ) (~ 10gn) =X· ~ -- +0 ~ logp +0 ~ x·7 
p$x p p$x n=l 

" log p ( x) (~ log n) = x . ~ -- + 0 log x . C2 • 10 x + 0 X· ~ 7 
p$x P g n=l 

" logp =x·~-+O(x) , 
p<x P 
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and on division by x we obtain the first formula. The second formula is derived 
from the first by Abenransformation 

L ~ = L 10gp . _1_ 
P~% P P~% P 10gp 

1 '" 10gp r", 10gp dt 
= 10gx . L...,;< p + 12 L...,; P . t ·10g2 t 

P_% p~t 

( 1) 1% dt 1% ('" log p ) dt = 1 + 0 -- + -- + L...,; -- - log t 
log x 2 t log t 2 p$t pt· 10g2 t 

Since 
'" 10gp w(t) = L...,; - -logt 
p$t p 

is bounded, the integral 

1 
<Xl dt 

w(t) 2 
2 t . log t 

converges, and furthermore we have 

Therefore 

1% dt 
-1- = log log x - log log 2 

2 t ogt 

1 ( 1 <Xl dt) L - = log log x + 1-10g10g2 + w(t) 2 
< P 2 t . log t 

p_% 

( 1 1<Xl dt) +0 10gx + % Iw(t)lt.10g2t 

completing the proof. 

If finally we define the constant e" by 

<Xl 
e" = L ~ L In ' 

n=2 p p 

then we obtain the third formula from the second by means of the calculation 

log (IT (1- !)) = L log (1-~) 
p~% P p~% P 

= - L f (l/p)n 
n 

p~% n=l 
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1 1 1 =-L--L;;L--;; 
p~x p n~2 p~x p 

= - L .!. - e" + 0 (L ~ L In) 
p~x p n~2 p>x p 

= - L .!. - e" + 0 (L ~ L ~n) 
p~x p n~2 m>x 

'"' 1 " ('"' 1 1 ) =- L..J p-e +0 L..J;;. (n-l)xn-l 
p~x n~2 

= - L .!. - e" + 0 (~) . 0 
p<x P 

However, even these calculations of Mertens did not lead him to a proof of 
the prime number theorem. Even though the elementary methods of Cheby­
shev and Merlens were rich in tricks, they were not powerful enough for the 
asymptotic calculation of 11"( x). 

The door to the prime number theorem was opened not by Euclid's but by 
Euler's proof of the infinity of the set of all primes. If there were only finitely 
many prime numbers, 

1 
(8) = II--l 

p I--pS 

could not diverge for 8 = 1. Here Riemann joined in with the study of the 
(-function named after him, and in 1896 with the help of techniques from 
complex variable theory Hadamard and de la Vallee Poussin were fortunate 
enough to find the first, very complicated, demonstration of the prime number 
theorem. Since then the methods of proof have become more and more refined; 
above all simplification has come through a theorem of Ikehara and Wiener 
from harmonic analysis. Although Wiener's work from the year 1932 deals 
with Tauberian theorems for Fourier integrals, i.e. is concerned with a rela­
tively difficult area of analysis far from number theory, for a long time people 
were of the opinion that the proof of the prime number theorem via Ikehara's 
and Wiener's Tauberian theorem would turn out to be the simplest.2° This 
conviction did not change, even though in 1947 and 1948 Selberg and Erdos 
found an elementary proof of the prime number theorem, that is a proof using 
only the simplest methods of real analysis, without recourse to complex vari­
able theory or harmonic analysis. As the price of limiting itself to elementary 
analysis the proof of Selberg and Erdos demands manipulative skill of high 
order, rich in tricks, together with a far from transparent thought process. In 
1980 Newman found an elegant complex variable theoretic proof of a weaker 
version of the Tauberian theorem of Wiener and Ikehara, and this version just 



5. The Prime Number Theorem 115 

suffices for the demonstration of the prime number theorem. In what follows 
we shall describe this cornerstone of the prime number theorem discovered by 
Newman, since in character it has great simplicity and clarity. 

Basic for the following considerations is 

Lemma 2: Tauberian Theorem of Ingham and Newman. Let F(t) be 
a bounded complex valued junction, defined for 0 < t < 00 and integrable over 
every compact subset of the domain of definition. Let a holomorphic function 
G(z) be defined in a region containing the closed half-plane Re(z) 2: 0, and 
for all z in Re(z) > 0 let G agree with the Laplace transform of F(t), that is 

G(z) = 100 F(t)e-ztdt, Re(z) > 0 . 

Then the improper integral 

100 F(t)dt 

converges. 

Proof. Without loss of generality assume for all t > 0 that IF(t)1 ~ 1, and for 
an arbitrary positive). write 

G.\(z) = 1.\ F(t)e-ztdt . 

G.\ ( z) is analytic for all complex z. The lemma is proved if we show that 

lim G.\(O) = lim [.\ F(t)dt = G(O) . 
'\-00 '\-00 lo 

To this end N ewman estimates the difference G( 0) - G.\ (0) and for this applies 
complex integration. First of all, given the Cauchy integral formula, we have 
the relation 

1 1 dz G(O) - G.\(O) = -2' (G(z) - G.\(z)) - , 
~z ~ z 

where 'Y denotes a suitable, simple closed, positively oriented curve about the 
origin. The estimates for x = Re( z) > 0 

IG(z) - G.\(z)1 = 1100 
F(t)e-xtdtl 

~ [00 e-xtdt = ..!:. . e-'\X 
l.\ x 

and for x = Re(z) < 0 



116 5. The Prime Number Theorem 

lead to the relation 

1 1 '\z (1 z ) G(O) - G,\(O) = 21ri 'Y (G(z) - G,\(z»e . -; + R2 dz, 

which is more suited to our purpose. Here the constant R is taken to be the 
distance of the curve from the origin in the neighbourhood of the intersection 
points of'Y with the imaginary axis, i.e. in the neighbourhood of x = o. For 
on the one hand by the Cauchy theorem this equation is just as valid as the 
relation originally stated. On the other, given the additional factor e,\z, both 
estimates have the common bound e-'\x /Ixl removed. And by means of the 
additional factor (1/z+z/R2), which agrees with 2x/ R2 in the neighbourhood 
of the intersection points of'Y with the imaginary axis, one also removes the for 
z awkward limit l/lxl near the imaginary axis. The following calculations show 
this more precisely. Choose some arbitrarily small c: > Oj let the curve 'Y be 
specially chosen so that for Re( z) ~ - 0 it traces out the circle I z I = R = 3/ c: 
in a positive direction, and then connects the end-points on the circular arc 
by the line Re(z) = -0. 

I 
I 
I 

I 
I 

/ 
/ 

I 

, , , 

/ 

Fig. 15. Path of integration '"t 

It would indeed be better to choose 'Y to be the positively oriented circle 
Izl = Rj however since G(z) is only holomorphic in a neighbourhood of each 
point on the imaginary axis, 1 cannot stray too far to the left. One must 
choose 0 = o( c:) so small that G( z) remains analytic on the compact circular 
segment bounded by I. If 1+ denotes the part of 1 lying in Re( z) > 0, it 
follows from 

l/z + z/R2 = 2x/R2 

that 
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I(G(Z) - G>.(z» e>'z (; + ~2) I 
< .!. . e->'%e>'% . 2x = ..!. 
-x R2 R2' 

2~i l+ (G(z) - G>.(z» e>'z (; + ~2) dz 

121 
<-·-·7rR=-- 27r R2 . R . 

If 'Y - denotes the part of 'Y lying in Re( z) < 0 then for the estimate of 

2~i l- G>.(z)e>'z (; + ~2) dz 

one can deform it to the half-circle Izl = R lying in Re(z) ~ 0, given that 
G>.(z) is holomorphic in the entire complex plane. Here, bearing in mind that 
for Re(z) ~ 0 IG>.(z)1 ~ (l/1xl)e->'%, a similar calculation shows that 

For the remaining integral 

1 1 >.z (1 z ) 27ri "'1_ G(z)e -; + R2 dz 

we note from the holomorphic nature of G( z) (~ + ~) on the path of 'Y-, 
that the boundedness of 

IG(z) (; + ~2) I ~ K 

follows, with a constant K = K(R, 6) = K(c). Because 

IG(z)e>'z (; + ~2) I ~ Ke>'% 

on each part of 'Y- for which Re(z) = x ~ -17 < 0 (with some 17 < 6 yet to be 
determined), it follows that the integrand tends uniformly to zero as >. -+ 00. 

In the remaining parts of 'Y _ the integrand is bounded by K j 17 can be fixed 
so small, that integration over these remaining parts of 'Y _ undershoots the 
preassigned quantity c/3. With this, because of our arbitrary choice of c, it 
follows from 
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that the limiting value must equal zero, proving Lemma 2. o 

Corollary 1: Simplified Version of the Theorem of Wiener and Ike­
hara. Let f( x) be a monotone non-decrea8ing function defined for x ~ 1 with 
f(x) = O(x). In 80me region containing the clo8ed half-plane Re(8) ~ 1 let 
the function g( 8) be defined, holomorphic except for a 8imple pole at 8 = 1 
with re8idue c. (Thi8 mean8 that the map given by 

C 

g(8) - 8 -1 

i8 holomorphic in the region containing the clo8ed half-plane Re( 8) ~ 1. ) Here 
for all 8 with Re(8) > 1 g(8) coincide8 with the Mellin tran8jorm of f(x), 
I.e. 

g(8) = 8 .100 
f(x)x-S-1dx, Re(8) > 1 

Then we have the a8ymptotic expre88ion f( x) rv C x. 

Proof. If F(t) is defined by 

F(t) = e-t . feet) - c 

we are concerned with a bounded function defined on 0 < t < 00 and integrable 
on each bounded subinterval of the domain of definition. Its Laplace transform 

G(z) = 100 (e-tf(e t ) - c) e-ztdt 

= 100 f(x)x- Z - 2dz - ~ 
1 Z 

= _1_ (g(z + 1) - ~ - c) 
z+1 z 

is well-defined in Re(z) > 0, and by assumption the right-hand side repre­
sents a holomorphic function in some region containing the closed half-plane 
Re(z) ~ O. Since by Lemma 2 for t = log x the improper integral 

100 (e-tf(et) _ c) dt = 100 f(x) -; cx dx 
o 1 X 

converges, the conclusion that f( x) '" c . x follows very easily from the non­
decreasing monotonicity of f. 

Indeed were limx_ oo f(x)/x > c, there would exist some positive 6, so 
that for infinitely many, arbitrarily large y one would have fey) > (c + 26)y. 
Hence for all x with 

Given that 

c+26 
y<x<y·_-: 

c+6 
f( x) > (c + 26)y > (c + 6)x . 
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1'1·~ f(x)-cx 1'1'~ 6 (C+26) "'--'-"""'-:--dx > -dx = 6 . log --
, x 2 11 x c+ 6 

and the fact that there exist infinitely many and arbitrarily large y of this 
kind, we obtain a contradiction. As a consequence 

-. f(x) 
hm~-+oo-- ~ c . 

x 

Furthermore were lim~-+oof(x)/x < c there would exist some positive 6, so 
that for infinitely many, arbitrarily large y, one would have f(y) < (c - 26)y 
(with c - 26> 0). Hence for all x with 

c-26 
Y' c _ 6 <x<Y, 

it would follow that f(x) < (c - 26)y < (c - 6)x. In this way we derive the 
analogous contradiction, with which Corollary 1 is proved. 0 

With Corollary lone achieves breakthrough to the proof of the prime 
number theorem - by Proposition 1 we have only to show the equivalent 
assertion that 

t/J(x) '" x 

and Proposition 19 of the previous chapter calculates the Mellin transform of 
t/J( x): 

--- = 8' t/J(x)x-II-1dx . ('(8) 100 
(8) 1 

Because of Chebyshev's theorem we have 

t/J(x) = L [!:gx] logp ~ log x . L 1 
p~~ gp p~~ 

= 1r(x) log x = O(x) , 

and in addition t/J(x) is monotone non-decreasing. Hence by Corollary 1 we 
have only to show that the function -('(8)/(8), holomorphic for Re(8) > 1, 
is holomorphically extendable out past Re(8) = 1, 8 '::f 1. More precisely: 

('(8) 1 
- (8) - 8-1 

can be considered as a holomorphic function in some region containing the 
closed half-plane Re( 8) ~ 1. For 8 = 1 there is no problem, since by Proposi­
tion 17 of the previous chapter 

1 
(8)= 8_1(1+h(8» 

where the holomorphic function h( s) remains bounded in some suitable neigh­
bourhood of s = 1. More precisely we may require that Ih(s)1 < 1. The holo­
morphic nature of 
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_ ('(s) __ 1_ 
((s) s-l 

in this neighbourhood of s = 1 follows from 

('(s) 1 h'(s) 
- (( s) = s - 1 - 1 + h( s ) 

For all other points s with Re( s) = 1, because of the analytic continuability of 
the Riemann (-function (even for Re(s) > 0), we have only now to clarify the 
role of ((s) in the denominator. Put another way we must prove the following 
statement: 

Lemma 3. For Re(s) = 1, s'" 1, ((s) '" o. 

Proof. Already in 1898 Mertens found the following brilliant argument, which 
applies the inequality 

3 + 4 cos c,o + cos 2c,o = 2(1 + cos c,o)2 ~ 0 

for real c,o. If with t '" 0 ((1 + it) were ever zero, then 

8(8) = ((S)3 . ((s + it)4. ((s + 2it) 

would also have to possess a zero for s = 1, since the four-fold zero of ((S+it)4 
removes the three-fold pole of ((8)3. From this one has 

lim log 18(s)1 = -00 , 
8-+1 

and in particular for s = a > 1, using the product representation of the 
(-function 

log !C(n + it)[ ~ -Re (~lOg (1- p-'-;'») 
~ Re ( ~ (p-'-;; + ~ (p') -.-;; + ~ (p') -.-;; + ... ) ) 

= Re (~ann-~-it) 
with non-negative coefficients an. This leads to the contradiction 

<X) 

= L ann-~(3 + 4cos(t log n) + cos(2t log n)) ~ 0 
n=l 
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Given this we have set aside all obstructions to applying Corollary 1, and the 
goal is achieved. 

Theorem 3: Prime Number Theorem If 7I"(x) counts the prime numbers 
p ~ x, then one has 7I"(x) '" x/logx. 14 

The method used in the proof of the prime number theorem applies also 
to a larger class of Dirichlet series. 

Corollary 2. Let f( x) denote a number theoretic junction with non-negative 
values and with 

L f(n) = O(x) , 
n$x 

and let the Dirichlet series formed from it 

F(s) = ~ f(n) 
L..., nS 
n=l 

be holomorphic for Re( s) > 1 in the sense that the map given by 

c 
F(s)-­

s-l 

for some fixed constant c, is defined to be holomorphic in some region con­
taining the closed half-plane Re( s) ~ 1. Then 

Proof. Starting from the integral representation 

at the end of the previous chapter, we see that F( s) plays the role of g( s) and 
L:n$x fen) the role of f(x) in Corollary 1. 0 

Corollary 3. Let f( n) and g( n) be two number theoretic junctions, where 
f( n) takes only non-negative values and the formulas 

g(n) = O(l(n)) 

and 

L fen) = O(x) 
n$x 

hold. If the Dirichlet series which they form 
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F(8) = ~ fen) , 
L.J n­
n=l 

G(8) = ~ g(n) 
L.J n­
n=l 

are holomorphic for Re(8) > 1, in the .geme that the map.9 given by 

c "I 
F( 8) - 8 _ 1 ' G( 8) - 8 - 1 

for .9pecific comtanu c and "I are defined to be holomorphic in .9ome region 
containing the clo.ged half-plane Re(8) ~ 1, then 

Proof. If K is chosen so large that for all n Ig( n)1 $ K f( n), then for the 
real-valued g(n) one can apply Corollary 2 to the Dirichlet series formed by 
the number theoretic function hen) = Kf(n) + g(n), denoted by 

Hence 

and 

H(8) = ~ hen) = KF(8) + G(8) . 
L.J n­
n=l 

L h(n)=K· L f(n) + L g(n),...,Kcx+ L g(n) 

L h(n),..., Kcx + "IX 
n~% 

which leads to the conclusion. If g(n) is complex-valued and G*(8) = G(s), 
one carries out the calculation separately for 

and for 

G1(8) = i (G(8) + G*(8» = f Re~~n» 
n=l 

G2(8) = ~ (G(8) _ G*(8» = ~ hn(g(n» 
2, L.J n­

n=l 

proceeding in the same way on this path to the conclusion. o 

Essentially Corollary 3 says that the assumption made in Corollary 2 
that the number theoretic function be non-negative, can be set aside in the 
case that the complex-valued number theoretic function under consideration 
is dominated by a suitable non-negative number theoretic function. In the last 
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chapter this generalisation will be unavoidable - here we give three examples 
as a foretaste of its importance. 

Corollary 4. For the Mobiw function pen) and the Liouville function A(n) 
the following formulae hold, 18,21 

L pen) = o(x) , 

L A(n) = o(x) 
n~% 

Proof. In both these applications of Corollary 3 the associated Dirichlet series 
G(s) = l/(s) and G(s) = (2s)/(s) are analytically continuable across 
Re(s) = 1, without singularity, i.e. in Corollary 3 we can take 'Y = o. 0 

For a third example we examine more closely the Dirichlet series 

which is formed from the number theoretic function r( n) counting the rep­
resentations of n as the sum of two squares. In Chapter 3 we explained how 
r(n) can also be considered as the number of representations n = 'Yt, where 
'Y = x + iy runs through the elements of the ring Z( i). This leads us to make 
the following transformation of (i(S), namely 

(i(S) = L 11128 = L ( ~)8 ' 
no!O 'Y "y~O 'Y'Y 

where (i(S) now denotes the (-function for the number theory of the ring Z(i) 
- analogous to the Riemann (-function 

• 

00 1 
(s) = " - , L...J n8 

n=1 

for the ring Z of ordinary integers. 'Y 1= 0 under the summation sign signifies 
that 'Y runs through all elements of Z( i) with the exception of o. However in 
(i( s) only the magnitude of the element 'Y comes into play. In order to keep 
track of the arguments of these complex numbers, for integers h Hecke defined 
the following Dirichlet series 

5(h,s) = L 1 1128 • e4ihars"Y • 

no!O 'Y 

For h = 0 one clearly obtains 5(0,s) = (i(S), and the transformation 
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S(h,s) = E :. (L e4ilaars"Y) , 
n=1 hl'=n 

which for Re( s) > 1 follows from the absolute convergence, i.e. the conver­
gence of (i( s), shows that we are indeed dealing with a Dirichlet series. The 
convergence of (i(S) for Re(s) > 1 follows by applying Abel's transformation 
and Proposition 9 of the previous chapter 

" r(n) = .!.O(y _ x) + s .111 O(t - x)C·-1dt 
L..J n. ylJ 

x~n~lI x 

-0 -( 1) - x·-1 • 

The argument function arg(1) in S(h,s) is uniquely defined by the princi­
pal value -11" < arg( 1) ~ 11". The factor 4 in the exponent serves to sup­
press the role of associated elements, i.e. for each of the numbers 1, i, -1,-i 
4 arg( e) == O( mod 211") holds, i.e. 

Finally the function 
f b) = e 4ilaarn 

is strongly multiplicative over Z(i), i.e. f(1t"Y2) = fbdf(2)' Iffor a number 
theoretic function f( 1) over Z(i) the relation fbt"Y2) = f( 11)f( 12) only holds 
if 11 and 12 have no prime factor in common, then f is said to be only 
multiplicative. If in addition for each unit e we have f(e) = 1, then in the 
region of absolute convergence of 

1 
F(s) = L 1112.,1(1) 

,#0 

we have the product representation 

(
00 f(W tJ )) 

F(s) = 4· IJ ?; IwI2tJIJ ' 

where the index w runs through all prime elements of Z(i) with 0 ~ arg(w) < 
11"/2. 

The proof follows the lines of Proposition 15 in the previous chapter: on 
the one hand 

~ f(w tJ ) 

~ Iwl2tJ8 

is absolutely convergent, where F(s) is absolutely convergent. If on the other 
hand Zk( i) denotes the subset of all integral elements from Z( i), which only 
have prime factors w = WbW2,'" ,Wj with Iwl2 ~ k, then limk_oo Zk(i) agrees 
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with the union of all the Zk( i), i.e. with Z( i) with 0 removed. Since there are 
four units e, the conclusion follows from 

by taking the limit as k -+ 00. If for the strongly multiplicative function 

fC'Y) = e4iharg-y 

one applies the sum formula for the geometric series in the product represen­
tation, one obtains 

1 
S(h,s) = 4· IT e4ihargw' Re(s) > 1 . 

w 1- --:-~-
Iwl 2B 

In particular 
1 

(i(S) = 4· IT l' Re(s) > 1 . 

w 1 - Iwl2B 

The path to a proof of an analogue of the prime number theorem in Z( i) is 
now clearly signposted: for all 'Y we define Ai(ewV ) = log Iwl and AiC'Y) = 0 for 
all 'Y which cannot be decomposed as eWV with e a unit, w a prime element 
and v a natural numerical exponent, analogously to the Mangoldt function. 
The connection between it and 

E'(h, s) 
E(h,s) 

is easy to show, in particular this quotient will play an important part in the 
Mellin transform of 

tPi(X) = L Ai('Y) . 
h12$;X 

On the one hand the analytic continuability of E(h, s) and the fact that E( h, s) 
may be written in the denominator, i.e. that for Re( s) = 1, E( h, s) f:. 0, leads 
to the application of Corollary 1 (resp. Corollary 3) and hence to the desired 
result. Since the individual steps of the proof, in particular the one for the 
analytic continuation of E( h, s), are rather tedious, the sketch of the following 
considerations ought to be of help. 
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Lemma 4. For Re( s) > 1 and integer$ hone hM 

E'(h,s) = .!. '"' _l_A.( ) 4ilaug"Y 
=(h) 2 L.J I 12. I 'Y e ..... ,s "Y~O 'Y 

Prool. Formally one obtains this result from the transformation below, using 
the product representation of E(h,s): 

E'(h,s) d (1 -(h » 
E(h,s) = - ds og.::: ,s 

~ -:. (log 4 -POg (1 - ,,;:;:.) ) 
1 e 4ila arg w . log Iwl2 

= L 1 _ e4i " a·s... • Iw12" 
w Iwl 20 

'"' log Iwl . e 4ila arg w ~ e4ila arg(wV
) 

= 2 . ~ Iwl28 . ~ Iw"12s 

_ 2 . '"' ~ log Iwl . e4ihrg(wm) 

- ~ !;:. Iwm 128 
1 00 log Icwl. e4ihrg«ew)m) 

= 2 . ~ ~ f. l(cw)mI2B 

= .!. . '"' _1_ A-("( )e4ihrg "Y 
2 L.J 1'Y12" I • 

"Y~O 

One can however object to this line of argument, that writing E( h, s) in the 
denominator and too freely handling the logarithm and its functional equation 
are not justified. Accepting this one may proceed ad hoc with the following 
correction of the difficulties. Because 

log (1 - e4ihrgw ·lwl-2,,) = 0 (lwl-2Re(,,») 
the series 

( 
e4ila arg w) 

H(s)=log4- Llog 1- Iw12• 
w 

converges uniformly in each compact subset inside the half-plane Re(s) > 1, 
and thus represents a holomorphic function. Since the uniform convergence of 
holomorphic functions In in a compact subset to a limit function I implies 
the uniform convergence of eln to el in the same compact subset, the formula 

eH (.) = E(h,s) 

follows. Consequences are the non-vanishing of E( h, s) and the equa.tion 

H'(s)·E(h,s) = E'(h,s) , 

giving the conclusion of the lemma.. o 
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In particular one has 

_ (:(a) = ! '" Aih) 
(i(a) 2 ~ hl2a • 

For the analogue of the Chebyshev function tP( z) one defines 

tPi(Z) = E AkY) 
hl'S~ 

and by Abel transformation obtains 

By definition 

where the last sum describes the number of prime elements w not associated 
to each other with Iwl2 = ww $ z. Since by Proposition 7 from Chapter 3 
these can only be the numbers 1 + i, w = p for prime numbers p == 3(mod 4), 
and prime elements w with ww = p == l{mod 4), p prime, this number can only 
increase according to the magnitude of the number of prime numbers smaller 
than or equal to z. Hence it follows from Chebyshev's theorem that 

so that in the formula obtained by Abel transformation passage to the limit 
z -+ 00 may be carried out for Re{ s) > 1. 

Lemma 5. For all s with Re(s) > lone has the integral representation 

- (Ha) = ~ .100 tPi(S)' z-·-ldz 
(i(S) 2 1 

where tPi{Z) adds the values of Aih') for all bl2 $ x. 

This lemma is in the analogue of Proposition 19 in the previous chapter. 
For the analytic continuability of E( h, 8) it is important to know that the 

estimate 
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I: e 4ih arg l' = O( v'X) 
1~hI2~% 

where the integer h is different from zero. This rests on the following consid­
eration: since only the sum over non-associated elements is of interest, one 
has I: e4iharg l' = 4· I: I: e4ih arg(a+ib) , 

1~hI2~% a>O b~O:a2+b2~% 

and since arg( a + i b) = 7r /2 - arg( b + ia) holds, the sum simplifies to 

I: e 4ih arg l' 

1~11'12~% 

=8· I: cos(4harg(a + ib)) + O(v'X) 

Apply the Euler formula 

(1~ = 8· I: a cos (4harctan~) dy 

l$a~# 

+ 0 (1+1~ ~. ~)) +O(VX) 
a a 1+!i 

The order of magnitude of the last integral is 

vx-a2 
arctan - arctan 1 = 0(1) , 

a 

and hence 

I: e 4ih arg l' 

1~hI2~% 

= 8· I: 1~ cos (4h arctan~) dy + O( VX) 
l~a$# 

Apply the Euler sum formula once again 

1# f...rx=t'1 y 
= 8· 1 it cos ( 4h arctan t) dy dt 

( 1# d f~ y) 
+ 0 vx + 1 dt it cos ( 4h arctan t) dy dt 

+ O(vx) . 
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Because 

dl~ y 
dt t cos ( 4h arctan t) dy 

1 1.rz:::tJ 4h sin (4h arctan 1l) -_ Y t dy 
- t 2 1 .c 

t + t 2 

t ( ..;x::t2) - r---;? cos 4h arctan - cos h7r 
yx - t 2 t 

(l~dY t) 
= 0 t y t2 + y2 + ..;x::t2 
= 0 (log 2:2 + 1) 

and 

{
I 1.rz:::tJ lo t cos (4h arctan~) dy dt = O( v'X) 

one finally obtains 

L e4iharg..., 

1:5hI2:5x 

r;;J21~ ( Y)' = 8 . lo t cos 4h arctan t dy dt + O( -IX) 

Introducing polar coordinates t = r cos cp, y = r sin cp, 0 < r ::; ..;x, 7r / 4 ::; cp ::; 
7r/2: 

l Vx 17r/2 = 8 . cos( 4hcp )dcp r dr + O( -IX) 
o 7r/4 

= O(-IX) , 

since the integral vanishes for h # O. In this way one obtains the given esti­
mate. Furthermore in discussing the convergence of 

1 N 
lim N '" f(n) = c 

N-+oo L...J 
n=l 

the following application of Abel transformation is important: 
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t, (~. -(n ~ 1)') (.t f(m) - ne) 
= t, ~8 ((t, f(m) - nc) - (~ f(m) - (n -1)C)) 

- (N : 1)' (1 f( m) - Ne) + 1 . 0 

N 1 Nc =?; n8 (J(n)-c) + (N+1)8 

1 N 

- (N + 1)8 f, f(m) 

N N 

L fen) L 1 N ( )1-8 = ---c· -+c· __ · N+1 
n 8 n8 N + 1 

n=l n=l 

N 

- (N + 1)1-8. ~ . ..!.. L fen) 
N+1 N 

n=l 

= ~ fen) _ c. ~ ~ 
L.." n 8 L.." n8 
n=l n=l 

+ N: 1 (c -~ t, fen)) (N + 1)1-8 

N N 

= L f~~) -c· L ~8 +0 (N+1)1-Re(S») 
n=l n=l 

Since for Re(s) > 1 (N + l)l-Re(s) tends to zero as N -t 00, and also 

n=l 

has a convergent majorising series, for Re( s) > lone obtains the following 
important formula 



00 fen) 
"" - =c· (s) L..J n. 
n=l 
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+ t, (:. -(n ~ 1)') (i; f(m) - ne) 

Lemma 6. For integral h '" 0 E( h, s) can be analytically continued on the 
half-plane of all s with Re(s) > i. In the 8ame way the function 

11" 
(i(S)- s-1 

can be analytically continued on Re(s) > 1/2 in the 8eme that (i(S) i8 a 
holomorphic function on Re(s) > 1/2 away from a 8imple pole at s = 1 with 
re8idue 11". 

Proof. Since for h '" 0 the relation 

holds for 

1 N 
c= Hm - "" f(n)=O 

N-oo N L..J 
n=l 

fen) = E e 4iharg-y 

hl2=n 

it follows from the formula above that 

E(h,s) = ~ (..!.. _ 1 ) "" e4iharg-y 
L..J no! (n + 1)8 L..J 
n=l 1~hI2~n 

Since the expression 

converges uniformly to zero as M -+ 00 in each compact subset of the half­
plane Re(s) > 1/2, we have already shown the analytic continuability of 
E(h,s). Similarly the formula above helps with 
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because, given the conclusion of Proposition 9 in the previous chapter, we may 
put c = 7r and observe that 

n 

L r(m) - n7r = O( Vri) 
m=1 

Lemma 7. For all integers h 5( h, 8) of. 0 holds on the line Re( 8) = 1. 

Proof. This is obvious in the case h = 0, 8 = 1, because here a pole occurs. 
For the other cases we can use a modified version of Mertens' technique from 
Lemma 3. If 5(8, 1 + it) were equal to zero, then 

e(8) = (;(8)3 . 5(h, 8 + it)4 . 5(2h, 8 + 2it) 

also possesses a zero for 8 = 1, which would imply 

lim log le(8)1 = -00 . 
s_1 

In particular for 8 = 0' > 1, we have the product representation 

log IS(h,O' + it)1 

I e4ihargw I 
= log 4 - Llog 1 - Iwl 2IT+2it 

w 

-1 L LOO cos n(4h argw - 2tlog Iwl) 
- og4 + 1 12 n w nIT 

w n=1 

which leads to the contradiction 

log le(8)1 = 8log4 

+ ,,~ 3 + 4 cos n(4h argw - 2tlog Iwl) + cosn(8hargw - 4tlog Iwl) 
L....J L....J nlwl2n<T 

w n=1 

~ 0 . 

Now we have reached our goal: tP;(x) is a monotone non-decreasing func­
tion, defined for x ~ 1, with tP;( x) = O( x). Hence the function defined by 
it 

--'- = 8· -tP;(x)x-S - 1dx (((8) 100 1 
(;(8) 1 2 

is holomorphic in Re( 8) > 1, and 
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_ (:(s) __ 1_ 

(i(S) s-1 

can be regarded as a holomorphic map, defined in some region containing the 
closed half-plane Re( s) ~ 1. Therefore Corollary 1 implies 

Proposition 2. We have the a8ymptotic repre8entation 

1Pi(X) = L A(-y) '" 2x 
h'12~X 

Moreover, since for h f:. 0 

e4iharg')'A(-y) = O(A(-y)) , 

the Dirichlet series 

_ S'(h,s) = ~ " _1_. A( ) 4iharg')' 
S(h s) 2 L.J 1,12s , e 

, ,),#0 

is holomorphic for Re( s) > 1 and at s = 1 can be regarded as a holomorphic 
map without singularity in some region which contains the closed half-plane 
Re( s) ~ 1, Corollary 3 implies 

Proposition 3. For integer8 h f:. 0 

hold8. 

L e4iharg')'A(-y) = o(x) 
hl2~x 

These conclusions do not yet appear to be powerful. With their help it is 
nonetheless possible to calculate 

L e4ihargw 

Iwl2~x 

and to show that, either for h = 0 the sum asymptotically agrees with xl log x, 
or that for h f:. 0 it has order of magnitude equal to o( x I log x). Indeed the 
estimate L L e4ihargwk log Iwl 

k~2 Iwl2k~x 

= 0 (lOg x . L L 1) 
k~2 Iwl2~xllk 

= 0 (lOg x . L .jX ) 
2990g xflog 2 log.jX 

= 0 (v'Xlogx) 
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leads to 

4· E e4il&rlwloglwl 

Iwl'Sz 
OD =4·E E e4ilarlw'loglwl+O(y'i'logx) 

i.llwl'·Sz 

= E e4i1&rl'YA('Y)+O(y'i'logx) 

hl'Sz 

= {2x + 0( x), h = 0 , 

o(x),h:/: 0 . 

By Abel transformation 

E e4ilarlw 

'wl'Sz 

= ~ e4ilarlWloglwl2. 1 
L" loglwl2 

2Slwl'SI: 

= _1_ . ~ e4i1& arl Wlog Iwl2 
log x L" 

2SIwl'SI: 

11: ~ ·L -dt - L" log Iwl2 . e4,,.arg,,,. 2 
2 2SI"'12 St t . log t 

2 (11: dt ) = --. E e4i1&ar l III log Iwl + 0 -2-
log x 1 I' 2 log t 

III SI: 

= { lo:x + 0 (10: x ) + 0 (.0;2 x), h = 0 

o (-I x ) + 0 (+), h 1: 0 ogx log x 

{ 
= 10: x + 0 (10: x), h = 0 , 

=o(lO:X)' h1:0 

giving the assertion. The consequence of all this is the generalisation of the 
prime number theorem to the ring 7l( i): 

Theorem 4: Hecke's Prime Number Theorem for 7l(i). I/7ri(x) count" 
the non-a&&ociated prime element" w with Iwl2 :5 x, then 

x 
7ri(X) --­

log x 



Exercises on Chapter 5 135 

If for 0 $ 0 < fJ $ 211' 11' i( Xi 0, fJ) count" the prime element" t/J of Z( i) lying 
in the corner region 0 $ Bl'g-y < fJ Vlith 1t/J12 $ X, then 

2 X 
1I'i(Xi o ,fJ) .... -(fJ - 0)·-

11' log x 

Proof. On the one hand for h = 0 the formula above gives 

1I'i(X) = E 1 = 2-+0(2-) 
I 12 log x log x 
w s~ 

On the other hand for h :f: 0, because 

li log x E .. ila.rIW m --. e 
~-oo X 

IwI2S~ 

= lim _1_. ~ e2frila(2/w.arl W) = 0 
~-oo 1I'i(X) ~ 

IwI2S~ 

satisfies Weyl's criterion from uniform distribution theory, for each Riemann 
integrable function f( <p) it follows that 

lim !. logx. ~ f(argt/J) 
,,-004 x ~ 

ItI>!2S" 

= 2~ 12w 
f( <p )d<p • 

The factor f takes care of the fact that t/J does not only run over prime elements 
w, but also over all their associates. By setting f equal to the characteristic 
function for [0, fJ[, the second assertion of the theorem follows. 0 

Exercises on Chapter 5 

1. Let p .. be the nth prime number. Show that lim ....... oo ~ = 1. 

2. Show that for 0 < 8 < 1, «8) < o. 

* 3. Show that the estimate 11"( z) = I"; It + 0 (10;5 It) is false. 

* 4. (i) If c = limlt ..... oo log z . nl'SIt (1 - ~), then lim.. ..... oo ~ log log n ~ c. 

(ii) lim ....... oo lofo;~") loglogn ~ log 2. 

5. For n ~ 1 let P(n) = n pin (1-!). Show that lim ....... oo P(n) = 1. 
1'>101 n I' 

6. Let c = lim ...... oo logz. nI'S. (1-~) (Mertens' theorem!). Show that 
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lim t,O(n) loglogn = c 
-ft_OO n 

[One can show that c = eC where C is Euler's constant.] 

7. For n ~ 2, let f(n) > 1, n = npp"'l'(n) be the prime factor decomposition of 

n, and P(n) = np~J(n)(l + op(n)). Show that log P(n) ::; log 2· lol;'('n)' 

8. For n > 2, let f(n) = 1 1'2,n ,n = n p"'l'(n) be the prime factor decomposi-
- ~ ogn p 

tion of n, and Q(n) = IIp<J(n) (1 + op(n)). Show that logQ(n) = O(J(n)) as 
n -+ 00. 

9. Show that limn_oo 101~;~n) ·loglogn = log2. 

* 10. Let f : JR -+ C be differentiable, fIR 1f'(x)ldx < 00 and suppose that 

fit f( x )dx exists (i.e. J~moo f: f( x )dx exists). Show that 
L __ oo 

(Poisson sum formula) 

11. Let z E C. Show that fit e-u2+2" i "'Zdx = e-.-z 2 • 

12. Let 8 : (0,00) -+ JR, 8(x) = 2::nO e- .. n2 ",. 8 is called a Theta function. 

Show that, for x > 0, 8(x) = *8 (~). 
13. Let lft: (0,00) -+ JR, lft(x) = t(8(x) -1) = 2::;:"=1 e- .. n2",. Prove: 

(i) z ....... hoo lft(x)xZdx is an entire function. 
(ii) For Re(s) > 1, 

14. Show that for Re(s) > 1 

100 lft(x)xo/2dx =100 lft(x)(xO/2+X(1-0)/2)dx + 1 
o X 1 X s(s - 1) 

15. For sEC let e(s) = r(t) 1I"-0/2(S). Show that e(s) = e(1- s). (Functional 
equation of the Riemann zeta function) 

16. (i) 
(ii) 

(iii) 

For all n E IN ( -2n) = O. 
(0) = -t; if (s) = 0, then either 0 < Re s < 1 or s = -2n for some 
nE IN. 
If (s) = 0, then (8) = 0 also. 

17. For n ~ 1 let r(n) be the number of solutions of t,O(m) = n. Show that r(n) is 
finite, and that for Re s > 1, 

~ r(n) _ IT (1 1 ) -~ (n)-O 
~ n" - p . + (p" - 1)(1- p-1)3 - ~ t,O • 
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* 18. For Re(s) > 1 let /(s) = E::"=1 ~. Show that / can be meromorphically 
continued on the region {s E (: : Re(s) > O}, and that f has a simple pole at 

s = 1 with residue TIp (1 + 1'(1'1_1»). 

* 19. Show that limN .... oo 1J E~=1 r(n) = TIp (1 + p(p~I»)· 
* 20. Show that (logPn)n~1 is not uniformly distributed mod 1. 

Hints for the Exercises on Chapter 5 

3. Find a contradiction to Mertens' theorem. 

4. If Plc is the kth prime number, consider nlc = PI •. . plc. 

10. Show first that liml"'l .... oo f(x) = O. Then apply the Euler sum formula to­
gether with 

18. For Re( s) > 1 consider #;f. 
19. Apply the Tauberian theorem of Wiener and Ikehara. 

20. Show with the help of the prime number theorem that 

iN ! !1r(X) - _x ! dx = O(1r(N)) 
2 x log x 

Apply partial integration in the integral hN e2~:::g", dx, and finally show that 



6. Characters of Groups of Residues 

The congruences introduced by Gauss in his "Disquitiones Arithmeticae" 
endowed the set 71. of all integers with an infinite multiplicity of finite abelian 
groups, the prime groups of residues modulo a coprime integer. Whereas the 
investigations of the two previous chapters have been valid for asymptotic cal­
culations for number theoretic functions over 71., in this chapter of our book 
we will present asymptotic calculations, which hold for number theoretic func­
tions over groups of residues. The character of a group of residues makes its 
appearance as the central concept for such investigations. What do we under­
stand by this? 

It is well-known that a set G of elements g,g', ... is called a group, if 
a multiplication is defined, which uniquely associates to each pair g', g" of 
elements from G an element 9 = g' g". This satisfies the associativity law 
g'(g" gIll) = (g' g")g"', possesses an identity element go (usually denoted by 
go = 1) lying in G with 9 = gog = ggo for all 9 in the set, and for each 9 from 
G there exists an inverse element g-l lying in G with g-lg = gg-l = go. The 
group G is called abelian or commutative, if the commutivity law g' g" = g" g' 
always holds, and it is called finite, if it contains only finitely many elements. 
The number of elements lying in G is called its order IGI. In what follows only 
finite abelian groups are of interest. 

If 9 is an element of the group, the set of all powers gh with h from 71. 
(where gO is the identity element) also forms a group, which is either identical 
with G, or forms a proper subgroup of G. Because of the finiteness of G not 
all gh can be distinct from each other; from gh = gk with h < k it follows that 
gk-h = gO, where k - h is a natural number. The smallest natural number n 
with gn = gO is called the order of the element g, and agrees with the order of 
the group of elements gO, y1, g2, .. . ,gn-1 generated by g. If all of G is obtained 
in this way, G is called a cyclic group, and 9 is a generating element of the 
cyclic group G. 

In general a finite abelian group does not need to be cyclic. Nonetheless 
one can unravel its structure by means of successive powers of elements. If 
G' is a proper subgroup of G and if 9 denotes a group element not lying in 
G', then - since some power of 9 equals the identity element lying in G' -
there must exist an exponent n, with the property that gn lies in G'. The 
smallest exponent with this property is called the indicator of g; denote it by 
h = 9 : G'. One sees easily that the set of all g' gk with g' E G' and 0 ~ k < h 
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also forms a subgroup G" of G with G" = hIG'I. Firstly for each two elements 
g~gk and g~gj we have the relation 

where r is the smallest non-negative residue of k + j modulo h, k + j = hq + r, 
o :5 r < h, and g' = g~g~ (gl&)9 is an element of G. Secondly for k = 0 
the inverse element for g'gk equals g'-l gk and for 0 < k < h (gD-1 gl&-k 
with g~ = g' gl&. This already shows that G" is a group. If g' runs through 
all elements of G' and k through all integers from 0 to h - 1, then for g' gk 
one does indeed obtain hlG'1 elements. They are pairwise distinct, since the 
equation g~gk = g~gj implies for k :5 j that gj-k = g~ (g~)-I, from which it 
follows that j - k < h, j - k = 0, j = k and hence also that g~ = g~. The group 
generated in this way will be denoted G" = G' Vg. If V gl denotes the cyclic 
subgroup of G generated by gl, then if V gl = G one has already described the 
structure of G. Otherwise there exists some group element g2 not belonging 
to V gl, so that one can form V gl V g2. If this subgroup agrees with G the 
structure of G is already determined - otherwise one continues this method 
of construction - and obtains a sequence of subgroups 

having ever greater orders. Because of the finiteness of G this sequence must 
terminate for some index f = L, so that 

G = Vgl V g2 V ... V gL 

holds. Thus the general element of the finite abelian group G has the form 

with 0 :5 kt < ht, where hI is the order of gl and for f = 2, ... , L 

ht = gt : Vgl V ... V gt-l 

denotes the indicator of gt with respect to Vg1 V g2 ... V gl-l. 
A character c of a finite abelian group G is a complex-valued function 

defined on G with the homomorphism property 

c(g' g") = c(g') . c(g") 

From now on we exclude the trivial case that c(g) = 0 for all 9 from G. It 
follows that for some element 9 from G we must have c(g) i= 0, and for the 
identity element, because of c(g) = c(gog) = c(go)c(g), necessarily c(go) = 1. 
If 9 denotes an arbitrary element from G of order n, it follows from c(gn) = 
1 = c(g)n, that c(g) must be an nth root of unity e21ri l&/n with h integral. In 
this way characters map group elements onto complex numbers of absolute 
value 1, and in particular associate elements of order n with nth roots of unity. 
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If G = Vg is a cyclic group of order n, n possible characters co, cl, ... ,cn - l 
arise, if one defines ci(g) = e27rii/n, obtaining ci(gk) = e27riki/n for the general 
group element gk. 

Assuming that the structure of the characters of the group G' is already 
known, let h denote the indicator of 9 with respect to G'. Then each character 
c' of G' can be extended in h different ways to a character c of G' Vg. Since 

c(g'l) = c'(g')· c(gl 

must hold, and the fact that gh lies in G' shows that c(g)h = c'(gh), in order 
to ensure the homomorphism property the calculation 

c (g~l· g~gi) = c (g~g~ ·l+i) 

= c' (g~g~) . c(g)k+i 

= c' (gD· c' (g~). c(g)k . c(g)i 

= c (g~gk) . c (g~gi) 

implies that for c(g) only the h distinct hth roots 

c'(gh)l/h . e27rii/h, j = 0,1, ... , h - 1 , 

of c'(gh) come into question. It follows from all these considerations that 

Proposition 1. A finite abelian group has exactly as many characters as its 
order. 

If for two characters c', CIf of the group G one defines a multiplication 
c'c" = c by 

c(g) = c'c"(g) = c'(g)· c"(g) , 

the set C of all characters of G acquires the structure of a finite abelian group 
- the axioms are easily verified - in particular the so-called principal character 
Co with co(g) = 1 for all 9 E G plays the role of the identity element in C, 
and the character inverse to c is given by c- l = c with 

- 1 
c(g) = c(g) = - = c(g-l) . 

c(g) 

C is therefore called the character group of G. It is related to G by a certain 
duality: on the one hand it has precisely as many elements as G, and on the 
other, for group elements as for characters the so-called orthogonality relations 
hold. 

Proposition 2: Orthogonality Relations for Group Elements. For the 
principal character Co of the group G one has 

L co(g) = IGI , 
gEG 
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and for all the remaining character8 c 

2: c(g) = 0 
gEG 

Proof. Because Co (g) = 1 the first formula is obvious. If c is not the principal 
character, then there exists some gl in G with c(gd =1= 1, and as 9 runs through 
all the el~ments of G so does gIg. Hence from 

2: c(g) = L C(glg) = C(gl)' 2: 'c(g) , 
gEG gEG gEG 

(1 - C(gl)) . 2: c(g) = 0 
gEG 

the second formula follows by division by 1 - C(gl)' o 

One can describe this result as follows. If r = (c(g)) describes the matrix 
of all possible function values of characters on group elements, where 9 serves 
as row index and c as column index, and if r+ denotes the transposed and 
complex conjugated matrix to r (i.e. Hermitian conjugated with r+ = (<:(g)) 
with c as row index and 9 as column index), consider the matrix product 

rr+ = (2: c(g)· C/(g)) = (2: (CC/)(g)) 
gEG gEG 

= (2: (CC/- 1 ) (g)) . 
gEG 

The result is only non-zero for Cc'-1 = Co, i.e. for c = c', and here agrees with 
IGI. If I denotes the unit matrix it follows that 

r+r= IGI·I , 

which shows that r / v'iGT = (c(g)) / v'iGT is a unitary matrix. In particular 
the two matrices commute, r+ r = IGI . I - in detail 

2: c(g) . c(g') = 2: C(g-1 )c(g') 
cEC cEC 

This means that for 9 = g' we obtain the result IGI and otherwise zero. Hence 

Proposition 3: Orthogonality Relations for Group Characters. For 
the identity element go of Gone has 
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E c(go) = IGI , 
eEO 

"nd for "" otl&er gTOU, elemea" 

E c(g) =0. 
eEO 

The duality between the finite abelian group G and its d1aracter goup C 
appears even more clearly in the following theorem: 

Proposition 4. Tl&e cl&"""der gTOu, C 0/ mM fiaite "6eli,,a gTOU, G u 
uomorpl&ic to G. 

Proof. We know that the general structure of G may be expressed in the form 

G = Vgl V g2 V ••• V gL, 

where 1&1 denotes the order of gl and ht is the indicator of gt with respect to 
Vgl V ••• V gt-l. To each element 9 from G which can be described as 

9 _ gklgk2 gh 
- 1 2 ••• L 

with 0 ~ kt < ht, we associate a character c, as follows: write 

C, (gfl g~2 ..• gi£ ) 

= e2ffij.kl/lale2ffij2k2/"2 ••••• e 2ffij£k£I"£ 

It is clear that mapping 9 to c, is a homomorphism, i.e. one has the relation 
c,, c," = c,, I". If c, agrees with the principal character Co, C, = Co, it follows 
from 

C,{gt) = e2ffikll"l = 1 

that necessarily kt = 0, where l can be chosen arbitrarily between 1 and L. 
But this implies that 9 coincides with the identity element go, and in this way 
one shows that the map 9 to c, is injective. Because G and C have the same 
number of elements, this map has to be an isomorphism, as asserted. 0 

In this way the structure of finite abelian groups and their character groups 
is abstractly described. 

The groups of intereSt in elementary number theory are the groups of 
residues coprime with an integer m, which consist of cp{ m) sets a + mZ with 
g.c.d. (a, m) = 1. More precisely: the group elements are the sets a + mZ, 
where a runs through all integers coprime with m. Since for a == a'{mod m) 
we have a + mZ = a' + mZ, we do indeed have only a group of order cp{ m). 
Multiplication (a' + mZ){ a" + mZ) = a' a" + mZ defines the group operation. 
Dirichlet proposed not to allow the group characters to operate directly on the 
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group elements, i.e. on the classes of residues, but to consider them as number 
theoretic junctiofU. H c represents a character of the prime group of residues 
modulo m in the abstract, original sense, the associated Dirichlet character X 
is defined as a number theoretic function by setting 

x(a) = c(a + mZ), fora E Z with g.c.d. (a, m) = 1, and 

x(n) = o for g.c.d. (n, m) > 1 

In this way he arrives at 

Proposition 5. There ezi3t cp( m) distinct Dirichlet characters modulo the 
natural number mj each of them is strongly multiplicative and periodic with 
period m. Thi3 means that for all k, n we have 

x(kn) = X(k)· x(n) 

and 

x( n + m) = X( n) . 

Conversely each strongly multiplicative and periodic (with period m) number 
theoretic function X, which for g.c.d.( n, m) > 1 takes the value X( n) = 0, is 
one of the Dirichlet characters modulo m. 

Proof. For g.c.d.(k,m) = g.c.d.(n,m) = 1 strong multiplicativity is exactly 
the homomorphism property. Since for g.c.d.(k, m) > 1 it is also true that 
g.c.d.(nk,m) > 1, strong multiplicativity certainly holds. Periodicity follows 
directly from the definition. Since the number of Dirichlet characters agrees 
with the number of characters in the abstract sense, and therefore by Propo­
sition 1 equals the order cp( m) of the group of prime classes of residues, all 
assertions in the proposition are clear. 0 

Since Dirichlet characters arise as number theoretic functions, the next 
step is to study them by means of the Dirichlet series which they form 

Loo x(n) 
L(x,s) = --, 

n a 
n=l 

known under the name of Dirichlet L-series. In the region of absolute con­
vergence, from the strong multiplicativity of the character it follows that we 
have the product representation 

1 
L(X,s) = IT ( ) 

P 1- X P 
p. 

In particular for the principal character X = Xo 
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1 
L(xo,s) = IT --1 

ptm 1-­p6 

= IT (1- ;s)' IT_1-1 ' 
plm P 1--pS 

and in this way one obtains the important formula 

L(xo,s) = IT (1- ;8) . ((S) 
plm 

In the same way that the Riemann (-function was used for the proof of the 
prime number theorem and S( h, s) for the proof of Hecke's prime number 
theorem for Z(i), Dirichlet L-series will be applied in the proof of a prime 
number theorem of Dirichlet. 

Lemma 1. If X is not the principal character, L(X, 8) can be considered as a 
holomorphic function on the half-plane of all 8 with Re( s) > o. If X = Xo is 
the principal character, then L(xo, s) is analytic in Re( s) > 1, and the map 

c,o( m) 1 
L(Xo,s) - --.-­

m 8-1 

can be analytically continued on Re( 8) > 0, i. e. L(xo, s) is a holomorphic 
function in Re(s) > 0 up to a simple pole at 8 = 1 with residue c,o(m)/m. 

Proof. For X = XO the conclusion of the lemma follows from the connection 
between L(Xo,s) and the Riemann (-function just described, that is from the 
extendability of ((s) -1/(s -1) as an analytic function on Re(s) > 1 to one 
on Re( s) > 0, and from the known representation 

of the Euler function. For X i= Xo the conclusion follows, since on the one 
hand, given the orthogonality relations, one concludes that 

P+m 

L x(n) = 0 , 
n=P+l 

and hence 
Q 

L x(n) ::; m , 
n=P 

and on the other, using an Abel transformation for real s = Re( s) > 0, 
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~ x(n) 
L-1 no9 
n=P 

1 Q 

= (Q + 1 )09 • [; X( n) 

Q (1 1) n 

+ [; n" - (n + 1)8 . (;;, X(k) 

m Q (1 1) 
~ (Q + 1)09 + m· [; no9 - (n + 1)" 

m 
= po9 • 

This shows that the residual sum of L(X, s) tends to zero. o 

For monotone decreasing positive number theoretic functions f(n) the last 
calculation has the generalisation 

Q L x(n)f(n) 
n=P 

Q 

= f(Q+l)· L x(n) 
n=P 

Q n 

+ L (f(n) - f(n + 1))· L X(k) 
n=P k=P 

Q 

~m·f(Q+l)+m· L (f(n)-f(n+l)) 
n=P 

=m·f(P) . 

Thus the convergence of f(n) to zero as n -+ 00 implies the convergence of 
the series 

00 

L x(n)f(n) 
n=l 

Lemma 2. On the line Re(s) = 1 L(X, s) i= 0 for all characters x. 

Proof. For X = XO the conclusion of the lemma follows from the connection 
between L(Xo, s) and the lliemann (-function. Now assume that X i= xo and 
L(X,1 + it) = O. In the case t i= 0 or X2 i= Xo Mertens' familiar method of 
argument admits translation. Thus 

e(s) = L(XO,s)3. L(X,s + it)4. L(X2 ,s + 2it) 
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would also possess a zero for s = 1, implying that 

lim log 18(s)1 = -00 • _-I 
In the special case s = u > 1, given the product representation of L(X,s) 

log IL(X,u + it)1 = - Llog 11 - ;~!t 1 
P 

= ~ ~ cosn(argx(p) - tlogp) 
~ ~ npn(J' 
ptm n=1 

leads to the contradiction 

log 18(s)1 

= ~ ~ 3 + 4 cos n(arg X(p) - tlogp) + cosn(2argx(p) - 2tlogp) 
~ ~ npn(J' 
ptm n=1 

~O . 

Only in the case of a real character X, which is distinguished by X2 = Xo, and 
for t = 0, does this method not work. This is because the factor L(X2 , s+2it) = 
L(xo, s) possesses a pole for s = 1 and therefore 8( s) does not have to take 
the value zero at s = 1. Here the following technical device helps to our goal: 
because of the multiplicativity of X the sum function 

Sx(n) = L X(k) 
kin 

of the real character X is also multiplicative, and for the prime power p" we 
have 

11 11 

SX(p") = L X(pi) = 1 + L X(p)j . 
j=o j=1 

X(p) can only take the values 0,1 or -1, and as a consequence one has that 
SX(p") = 1, SX(p") = 1 + 11 or SX(p") = 0 for odd 11, and SX(p") = 1 for 
even 11. In any event, for all natural numbers n, Sx(n) ~ 0 and for the perfect 
squares n = k2 Sx(n) = Sx(k2 ) ~ 1. Since therefore 

diverges as x -+ 00, the convergence abscissa uo of the Dirichlet series formed 
by Sx 

F(s) = ~ Sx(n) 
~ n­
n=1 

must satisfy the inequality uo ~ 1/2. By Landau's theorem (Proposition 18 
of Chapter 4) F(s) has a singularity in the region Re(s) ~ 1/2. Because of 
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00 1 
F(s) = E n8 E X(k) = L(X,s)· (s) 

n=l kin 

and the analytic continuability of L(X, s) to Re( s) > 0, this is only possible 
at the simple pole s = 1 of (s). Since the singularity is not removable, the 
value L(X, 1) = 0 is excluded. 

Lemma 3. For Re( s) > 1 and all character" X we have 

L'(X,s) = ~ x(n)A(n) 
L(X,s) ~ n S 

n=l 

Proof. This follows from the transformation 

L'(X,s) d 
- L(X, s) = - ds (log L(X, s» 

-~ (pog(l- X;»)) 
=" X(p) .logp = "logp . ~ X(p),,+I 
~ 1 .ml p. ~ p. ~ pS" 

P - p' P ,,=0 

= ,,~ X(pk)logp = ~ x(n)A(n) . 
~~ pk. ~ n. 

p k=l n=l 

One can answer the point that here one has too freely manipulated the loga­
rithm of a complex argument and its functional equation by reading the formal 
proof given above backwards. Because of 

the series 

H(s) = - Elog (1- x~~») 
p 

converges absolutely and uniformly in each compact subset contained in 
Re(s) > I, and thus represents a holomorphic function in Re(s) > 1. Now 
the conclusion follows unassailably from the relation 

eH(s) = L(X,s) . 

o 

The assumptions needed for the application of Corollary 3 of the previous 
chapter are thus satisfied: f( n) = A( n) and g( n) = X( n )A( n) denote two 
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number theoretic functions, where A( n) takes only non-negative values and 
the formulae 

x(n)A(n) = O(A(n» 

and 
t/J(x) = L A(n) = O(x) 

n:$x 

hold. The Dirichlet series 

_ ('(s) = f A(n) , 
((s) n=l n" 

_ L'(X,s) = f x(n)A(n) 
L(X,s) n=l n" 

which they form are holomorphic for Re( s) > 1, and the maps 

('(s) 1 
- ((s) - s - 1 ' 

L'(xo,s) 1 ---
L(Xo,s) s -1 ' 

L'(X,s) 0 
for X f. xo ---

L(X,s) s-l 

can be understood as holomorphic functions, defined in a region containing 
the closed half-plane Re( s) ~ 1. Therefore one has 

Proposition 6. If X = XO is the principal character, then we have the asymp­
totic approximation 

L xo(n)A(n) '" x . 
n:$x 

For all other Dirichlet characters X f. xo we have 

L x(n)A(n) = o(x) 
n:$x 

In order to extract an interesting number theoretic statement from this, 
note first that for g.c.d.( a, m) = 1, because of the orthogonality relations, the 
function 

t/J(x; a, m) = A(n) 
n:$x:n::a(mod m) 

can be rewritten as 

1 
t/J(x;a,m) = fP(m)' Lx(a). L x(n)A(n) 

x n:$x 
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Since, given Proposition 6, the right-hand sum is asymptotically equal to x 
only in the case X = Xc, and all other right-hand summands are of order of 
magnitude equal to o(x), we have 

1 1 
tf;(xja,m) = --·x +o(x) '" --·x . 

cp(m) cp(m) 

The conclusion allows us to count all prime numbers p == a(mod m) with 
p ~ x. On the one hand 

from which 

logp 

~ L L logp 

= 0 (lOg X • L L 1) 
n~2 p$x 1 / n 

( L Vx ) =0 logx· --
log x 

- 2$n$logx/log2 Vx 
= 0 ( Vx log x) , 

L 
p$x:p::a(mod m) 

1 
logp'" --. x 

cp(m) 

follows. On the other hand the Abel transformation gives 

~ ~ logp 
Lt 1 = Lt logp 

p$x:p::a(mod m) p$x:p::a(mod m) 

1 =--. 
log X 

p$x:p::a(mod m) 

logp 

+ r L log p . dt 2 12 t . log t 
p$t:p::a(mod m) 

1 X ( X ) = logx . cp(m) + 0 cp(m)logx 

+0 t· ---;:~ (l X dt) 
2 t .log2 t 

1 X (x) 
= cp(m) log x + 0 logx 

Theorem 1: Prime Number Theorem for Arithmetic Progressions. 
If 7r(Xj a, m) count8 the prime number8 p ~ X congruent to a modulo the 
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natural number m, and if the g.c.d.(a,m) = 1, then one hu the asymptotic 
representation 19 

1 x 
1r(x'a m) '" --.--, , 't'( m ) log x 

Corollary 1: Dirichlet's Theorem on Prime Numbers in Arithmetic 
Progression. If the natural numbers m and a are cop rime, then the arithmetic 
progression a, a+m, a+2m, a+3m, . .. contains infinitely many prime numbers, 
i.e. there exist infinitely many prime numbers of the form p = a + nm, n = 
0,1,2,3 ... 

Until now the strong multiplicativity of Dirichlet characters has been used 
above all else as a method of proof. In what follows their periodicity with period 
m will mark the investigations. We begin by expressing number theoretic 
functions with period m in terms of Fourier series (which here reduce to 
Fourier sums) 

m 

fen) = L j(k)e2frikn/m . 

k=1 

The Fourier coefficients j( k) are determined by the formula 

j(k) = 2. fl(n)e-2frikn/m 
m n=1 

and in this way j enters as the "Fourier transformed" number theoretic func­
tion with period m associated to f. One way to check these formulae is by 
direct calculation - thus 

m L j( k )e2frikn/m 

k=1 

= f ! f f(r)e-2frikr/me2frikn/m 

k=1 r=1 

= ! f f(r)· f e 2frik(n-r)/m , 

r=1 k=1 

where only in the case n == r(mod m) does the inner sum consist of m sum­
mands equal to 1, leading to the result fer) = fen). For n ~ r(mod m), given 
the formula for the geometric sum 

. e 21tim(n-r)/m - 1 
e 2fr.(n-r)/m • - 0 

e 2fri(n-r)/m - 1 -

no further contribution is made. Alternatively one may convince oneself that 
the association of n to e2w:ikn/m for k = 1, ... , m labels the m characters of the 
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additive group of all classes of residues modulo m, and that the relations above 
are immediate consequences of the orthogonality relations for characters. This 
second, abstract method of argument leads to a generalisation of the Fourier 
formulae. One writes 

and 

f(n) = L j(k)e27rikn/m 
k(m) 

j(k) = L f(n)e-27rikn/m 
n(m) 

where the summation over k(m) (resp. n(m» implies that k (resp. n) runs 
through a family of representatives for the complete system of residues mod­
ulo m. Because of the symmetry of the two formulae above it is ultimately 
irrelevant whether the Dirichlet characters are developed in Fourier series or 
play the role of Fourier coefficients. Gauss plumped for the latter - the Fourier 
sums formed in this way 

G(n,x) = L x(k)e27rikn/m , 
k(m) 

for all natural (even all integral) numbers n and all Dirichlet characters X of 
the system of prime classes of residues, are called Gauss SUm3. 21 

With the aid of Gauss sums the following investigations persue two goals -
the proof of an inequality of P6lya and Vinogradov, which sharpens the trivial 
estimate 

for a character X different from the principal character, and a simple analytic 
proof of the quadratic reciprocity law of Gauss. 

First Application of Gauss Sums: The Theorem of P6lya and Vinogradov 

A divisor m' of the modulus m of a Dirichlet character X is called a defining 
modulus, if for all natural numbers a, b with g.c.d.( a, m) = g.c.d.(b, m) = 1 it 
follows from a == b(mod m') that x(a) = X(b). 

Proposition 7. The divisor m' of the modulus m is a defining modulus 
for the Dirichlet character X, if and only if for all natural numbers n with 
g.c.d.(n, m) = 1 it follows for n == l(mod m') that x(n) = 1. 

Proof. If m' is a defining modulus, in order to verify the conclusion one has 
only to put a = n and b = 1 in the definition. If on the other hand the 
condition in the proposition holds, then starting from natural numbers a, b 
with g.c.d.(a, m) = g.c.d.(b, m) = 1 and a == b(mod m'), one can find some 
natural number a' with aa' == l(mod m), hence also with aa' == l(mod m'), 
and finally with X( aa') = 1. In particular X( a') is certainly different from 
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zero. ba' == aa' == 1(mod m') implies that x(b)x(a') = x(ba') = 1 = x(aa') = 
x(a)x(a') which after division by x(a') gives the defining formula for the 
defining modulus, viz x(a) = X(b). 

Proposition 8. The divisor m' of the modulus m is a defining modulus for 
the Dirichlet character X if and only if there exists some Dirichlet character 
X' modulo m', which after multiplication by the principal character XO modulo 
m gives x. Thus 

x(n) =xo(n). x'(n) . 

Proof. Since it follows from n == 1(mod m') that x'(n) = 1 and from 
g.c.d.(n, m) = 1 that xo(n) = 1, from the formula x(n) = xo(n)x'(n) one 
obtains the condition x(n) = 1 stated in Proposition 7. 

In the other direction if m' is a defining modulus of X, one carries out 
the_ construction of X' in the following way. Given n with g.c.d.(n, m') > 1, 
put x'(n) = o. Otherwise given n with g.c.d.(n, m') = 1, one can, when 
for example one chooses some prime number from the arithmetic progression 
n, m' +n, 2m' +n,3m' +n, ... , find some n' == n(mod m') with g.c.d.(n', m) = 
1. Now put x'(n) = x(n'). This definition makes sense, because m' as defining 
modulus for X leads to the value x(n") = x(n') for all other nil == n(mod m') 
with g.c.d.( nil, m) = 1. By construction it is clear that X' forms a Dirichlet 
character modulo m', and that for g.c.d.( n, m) = 1 the validity of the formula 
x(n) = xo(n)x'(n) follows from g.c.d.(n, m') = 1, x'(n) = x(n') for suitable 
n' == n(mod m'), and thus from x(n) = x(n') = x'(n) = xo(n)x'(n). For 
g.c.d.( m, n) > 1 the validity of this formula follows, since both sides equal 
zero, given that x(n) = xo(n) = O. Hence the formula always holds. 0 

The smallest defining modulus mx of a Dirichlet character X modulo m is 
called the conductor of the Dirichlet character. If the conductor equals 1, it is 
clear that we are dealing with the principal character; on the other hand, if the 
conductor equals m, mx = m, one calls the character primitive. The formula 
required to prove the inequality of P6lya and Vinogradov reads: G(n, X) = 
x(n)G(1,x). In complete generality it holds only for primitive characters. 

Proposition 9. For each natural number n coprime with the modulus m, the 
Gauss sum of an arbitrary Dirichlet character X modulo m can be written as 

G(n,x) = x(n)·G(1,X) . 

If the Dirichlet character is primitive, this formula always holds, hence also 
for n with g.c.d.(m, n) > 1 one has G(n, X) = o. 

Proof. For n and m coprime there exists some natural number n' with nn' == 
1(mod m). Because x(n') = x(n) and with k also h = nk runs through a 
complete system of residues modulo m, one has 
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G(n, X) = L x(k)e21rink/m 
k(m) 

= L x(n')x(nk)e21rink/m 
k(m) 

= X(n)· L x(h)e21rih/m = x(n)· G(l,X) , 
k(m) 

as claimed in the first part of the proposition. 
Suppose now that g.c.d.(n, m) = r > 1, then the natural number m' = 

m/r also divides the modulus m. If X is primitive, there must exist some 
n' == l(mod m') with g.c.d.(n',m) = 1 and x(n') i= 1, since otherwise m' 
would be a defining modulus. Furthermore the relation 

L X(k) 
k(m):k::h(mod m') 

= x(n'k) 
n' k(m):n' k::h(mod m') 

= x(n'k) 
k(m):k::h(mod m') 

= x(n'). X(k) 
k(m):k::h(mod m') 

holds for each integer h, so that, given x(n') i= 1, for each natural number h 
it follows that 

L X(k) = 0 
k(m):k::h(mod m') 

As claimed this has the consequence 

G( n, X) = L X( k )e21rink/m 

k(m) 

= L x(k)e21rink/m'r 

k(m) 

= L L x(k)e21rink/m'r 

h(m') k(m):k::h(mod m') 

= L L x(k)e21rinh/m'r 

h(m') k(m):k::h(mod m') 

=O=x(n)·G(l,X) . D 
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Proposition 10. For each natural number n coprime with the modulus m and 
for each primitive Dirichlet character X modulo m the equation 

/G(n,x)/ =..;m 
holds. 

Proof. Given Proposition 9 it suffices to prove that /G(l, xW = m. Also for r 
with g.c.d.( r, m) = 1 both k and kr run through a complete system of residues 
modulo m. Combining the calculation 

/G(1,X)/2 = L L x(r)x(k)e21ri(r-k)/m 

r(m) k(m) 

= L X( r )x( kr )e21ri(r-kr)/m 

r(m):g.c.d.(r,m)=l k(m) 

= L L x(k)e-21rikr/me21rir/m 

r(m):g.c.d.(r,m)=l k(m) 

= L G( -r, x)e21rir/m 

r(m):g.c.d.(r,m)=l 

and the fact that the primitivity of the Dirichlet character X makes the re­
quirement g.c.d.(r, m) = 1 superfluous, and since those r not coprime with m 
have G( -r, X) = 0 and make no contribution, 

= L e21rir/m L x(k)e-21rirk/m 

r(m) k(m) 

= L L x(k)e21rir(1-k)/m 

r(m) k(m) 

= L L x(k)e21rir(1-k)/m 

k(m) r(m) 

m 

= L X(k)· L (e21ri(1-k)/m r 
k(m) r=l 

=X(l)·m=m. 

The final geometric sum only contributes non-trivially for k == l(mod m). 

Theorem 2: The Theorem of P6lya and Vinogradov. Each primitive 
Dirichlet character Xo modulo m satisfies the inequality 

L x(n) <..;m . log m . 
n~N 
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More generally for each Dirichlet character X modulo m different from the 
principal character XO we have 

L x(n) = O(vm . log m) 
n~N 

Proof. First let X denote a primitive Dirichlet character modulo m. For m < 10 
one can check the inequality given above directly; the following considerations 
apply to larger values of m. Since in the Fourier representation 

x( n) = L X( k )e21rikn/m 
k(m) 

Proposition 9 describes the Fourier coefficients as 

X(k) = ~. L x(n)e-21rikn/m 
m 

n(m) 

1 1 = -. G(-k,X) = -. X(-k)· G(I,X) 
m m 

we have 
x(n) = G(I,X). L x(_k)e21rikn/m 

m k(m) 

For the sum in question this implies that 

L x(n) = G(~x) . L X(-k)· L e21rikn/m 
n~N k(m) n~N 

= G(~ X) . y: X( -k). L e21rikn/m 

k=l n~N 

For k = m the summand vanishes, since X( m) = O. Taking account of Propo­
sition 10 the estimate of the absolute value reads 

One estimates the inner trigonometric sum as follows: write 

Since 

L e21rikn/m = f( k) 
n~N 

f(m - k) = L e21ri(m-k)n/m 

n~N 

= L e-21rikn/m = f(k) 

n~N 
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If(m - k)1 = If(k)l, leading to the simplification 

L x(n) ~ v: ·2· L If(k)1 
n~N k5.m/2 

If without loss of generality one restrict oneself to natural numbers N, the 
geometric sum f(k) can be expressed as: 

N 

f(k) = L (e2lrik/mf 

n=l 

. e2lrikN/m _ 1 
= e2lr•k/ m . ---:,......,.,,...,...-­

e2lrik/m - 1 
elrikN/m _ e-lrikN/m 

= . elrik(N+l)/m 
elrik/m _ e- lrik / m 

. TrkN Sln--
= _----'-m:.;- . elrik(N+l)/m 

. 7rk Sln-
m 

Its absolute value equals 

If(n)1 = 
ISin~1 1 

I. :1 < I· 7rkl sm -;:;; sm -;:;; 

Since for 1 ~ k ~ m/2, 0 < 7rk/m < 7r/2, and for the corner in which <.p 
increases from 0 to 7r /2, one can apply the trivial Jordan inequality sin <.p ~ 

2<.p / 7r, we have 

If(k)1 ~ 2 17rk 
m 

=-
2k 

7r m 
Since m ~ 10, and 

L x(n) ~ v: ·2· L ; 
n5.N k~m/2 

1 
= ..;m. L k < ..;m. log m 

k5.m/2 

this gives the first assertion in Theorem 2. 
If X denotes a Dirichlet character other than the principal character with 

m' = mx as conductor, then by Proposition 8 there exists a decomposition 

x(n) = xo(n) . x'(n) , 
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where X' denotes a primitive character modulo m'. Given the relations 

L x(n) = x'(n) 
n~N n~N:g.c.d.(n,m)=1 

= L x'(n). p,(k) 
n~N klg.c.d.(n,m) 

= L L p,(k)x'(n) 
n~N klm,kln 

= L p,(k)· L x'(rk) 
klm r~N/k 

= L p,(k)x'(k). L x'(r) 
klm 

and the fact that p,( k)x' (k) "I- 0 presupposes that k = PIP2 ... Pt is a square­
free product of f distinct prime numbers PI, ... ,Pt, and because X'(k) "I- 0, 
none of the prime factors PI, ... ,Pt can divide the conductor m', so that k 
has to be a divisor of m/m', it follows that 

L X( n) < L 1· L X' (r) 
n~N klm/m' r~N/k 

::; r (;;:,) . ..fmi log m' ::; r (;;:, ) . ..fmi log m 

Because of Proposition 4 in Chapter 4 starting from 

r(m)=o(rm) 
m' ym; 

one obtains, as asserted, that 

o 

In order to be able to understand the importance of Theorem 2 we include 
two richly significant examples of its application. In them we assume that the 
modulus m = P is prime. This simplifies the situation, not only because with 
it all Dirichlet characters other than the principal character are primitive, 
but more importantly because the group of prime classes of residue modulo 
the prime number P is well-known to be cyclic. There certainly exists some 
primitive root g and an index function ind dependent upon g, defined for all 
numbers coprime to p, such that n == gind(n)(mod p) holds. The character 
group must also be cyclic; concretely one can describe the Dirichlet characters 
by 

Xr(n) = e21rir.ind(n)/(p-l) , 0 1 2 r= " ... ,p- , 
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for g.c.d.(n,p) = 1. Given the decomposition p - 1 = u . v, the number n 
coprime with p is then called a vth power residue if and only if it is possible 
to solve the congruence 

XV == n(mod p) 

One can also describe this by means of 

ind(n) == O(mod v) 

Elementary number theory teaches us that n is a vth power residue in the 
prime classes of residues modulo p, and that these form a subgroup. If we con­
sider the cosets (v; 0), (v; 1), ... , (v; v-I), where all n with ind(n) == h(mod v) 
come to lie in (v; h), we recognise the quotient group obtained by algebraically 
factoring out the group of prime classes of residues by the subgroup of vth 
powers. Since this is also cyclic with generating element (v; 1), it is clear that 
its characters are Co, Ct, ... Cv-I with 

ck(v;h)=e27rihk/v, k=O,I, ... ,v-l. 

There exists a unique reversible morphism between these characters and the 
Dirichlet characters Xuk with 

XUk(n) = e27riuk.ind(n)/(p-l) 

= e27rik.ind(n)/v . 

In particular the fact that n belongs to (v; h) gives the relation Ck(V; h) = 
Xuk(n) and conversely. Therefore the Xuk, k ~ 0,1, ... , v-I, embody the 
Dirichlet characters of the quotient group introduced above. We understand 
the orthogonality relations to read that n is a vth power residue modulo p iff 

1 ;; . L XUk(n) = 1 , 
k(v) 

while for all other n 
1 ;; . L XUk(n) = 0 

k(v) 

holds. 
The number of vth power residues modulo the prime number p lying be­

tween 1 and N thus reads 

1 1 v-I 

L ;;. L XUk(n) = ;; . L L Xuk(n) 
n'5.N k(v) k=O n'5.N 

1 1 v-I 

= ;; . L xo(n) +;; . L L XUk(n) 
n'5.N k=1 n'5.N 

If one assumes N < p the first summand becomes N lv, while by Theorem 2 
the absolute value 6f the second summand can be estimated by 
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v-I 
--. yplogp < yplogp . 

v 

This implies 

Corollary 2. Between 1 and the natural number N < p there lie at lea8t 

N 
- - yplogp 
v 

and at m08t 
N - + yplogp 
v 

vth power re8idue8 modulo the prime p. 

Since n modulo p is a primitive root if and only if 

g.c.d.(ind(n),p - 1) = 1 , 

the sum 
1 

n:SN:g.c.d.(ind(n),p-l)=l 

prints out the number of prime roots between 1 and N. Vinogradov's lemma 
(Lemma 2 in Chapter 4) allows the transformation of the sum above to 

1 
v=l n:SN:vlg.c.d.(ind(n),p-l) 

1 
vlp-l n:SN:vlind(n) 

Here the inner sum accounts for the number of vth power residues to be found 
between 1 and the natural number N; by Corollary 2 this is bounded below 
(resp. above) by N/v ± yPlogp. Hence the number of primitive roots to be 
found between 1 and the natural number N < p is at least 

L 1 
n:SN:g.c.d.(ind(n),p-l)=l 

N 
~ L p(v)· -; - L yplogp 

v~-l v~-l 

= N· L p(v) - r(p - 1)· yplogp 
V 

vlp-l 

Since the Euler <p-function has the description 

<pe n) = L p( m) . !!... = n . L p( m) , 
m m 

mln mln 



160 6. Characters of Groups of Residues 

the estimate above can be simplified to 

N 
-- . cp(p - 1) - r(p -1)· Jplogp . 
p-I 

If N = 9 itself denotes the smallest positive primitive root modulo p, then as 
a consequence one has the inequality 

1 ~ --LI . cp(p":' 1) - r(p - 1)· Jplogp , 
p-
p-I p-I 

9 ~ cp(p _ 1) + r(p - 1)· cp(p _ 1) . Jplogp 

=o(r(p-I). cp[p~\) . Jp log p) 

= 0 (p - It/3 . P - 1 . Jp. pe/3) 
(p _ I)I-e/3 

= 0 (pe/3. _p_. Jp. pe/3) 
pl-e/3 

= 0 (pI/He) 
in which we apply the estimate of Propositions 1 and 4 of Chapter 4. 

Corollary 3: Vinogradov's Theorem. If g(p) denotes the smallest positive 
primitive root modulo the prime number p, then for it the estimate 

holds, where the positive number c: may be taken to be arbitrarily small. 22 

Second Application of Gauss Sums: The Quadratic Reciprocity Law 

Proposition 11. Apart from the principal character, modulo the odd prime 
number p there exists only one real Dirichlet character X. 

Proof. For a number n coprime with p a real value for 

Xr(n) = e 2'1rir.ind(n)/(p-l) 

is equivalent to the divisibility of 2r· ind( n) by p -1. This (in the case ind( n) = 
1 for a primitive root n) only leaves open the possibility r = 0 - corresponding 
to the principal character - and also r = (p - 1)/2. The second real character 
obtained in this way clearly agrees with the Legendre symbol of elementary 
number theory, 

X (n) - e'lrj·ind(n) - (_I)ind(n) 
(p-I)/2 - - . 
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This means that with the values +1 (resp. -1) it shows whether n is a 
quadratic residue (resp. non-residue) modulo p. 

In what follows let p always be assumed to be an odd prime number, and 
let the real character distinct from the principal character be denoted simply 
by X. Then for all n coprime with p, 

x(n) = (~) 
holds. Since X is primitive, its Gauss sum satisfies the relation 

G(n, X) = x(n) . G(l, X) = (~) . G(l, X) • 

However for the proof of the reciprocity law the calculation of the powers of 
its Gauss sums is of importance. For the determination of the square G( n, x)2 
one can restrict oneself to n = 1 and proceed analogously to the proof of 
Proposition 10. Thus 

G(l, X)2 = t t (~) (I:) e21ri(r+k)/p 

r=l k=l p P 

= t t (~) (kr) e21ri(r+kr)/p 

r=l k=l p P 

= t t (I:) e21rir(l+k)/p 

r=l k=l p 

= t, (~) . ~ (e21ri(l+k)/P r 
=(~l).p. 

The last equality holds, because the geometric sum only delivers the value p in 
the case k == -l(mod p) and otherwise takes the value zero. From this follows 

Lemma 4. If the Dirichlet character X represents the Legendre symbol modulo 
the odd prime p, then for its Gauss sum 

G(n, X)2 = (~l) . p , 

where n is an arbitrary natural number coprime with p. 

If in what follows q denotes an odd prime number distinct from p, we can 
calculate the power G(n, X)q as 
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G(n, X)q 

= L ... L (~) ... (~) e2~in(rl+ ... +rq)/p 
rl(p) rq(p) 

= L '" L (rl .~. rq) e2~in(rl+ ... +rq)/p . 

rl(p) rq(p) 

Since here also we are concerned with a periodic function with period p, there 
must be a Fourier expansion 

G(n,x)q = L G(q,k)e2~ikn/p 
k(p) 

with Fourier coefficients 

G(q, k) = ! . L G(n, x)qe-2~ikn/p 
p n(p) 

= ~. L ... L (rl .~.rq) . L e2~in(rl+ ... +rq-k)/p 

rl(p) rq(p) n(p) 

The right-hand geometric sum only differs from zero in the case rl + ... + r q == 
k(mod p), and in this case takes the value p. Hence on one side 

G(q,k) = L ... L 
rl(p) rq(p):rl+ ... +rq::k(mod p) 

remains. On the other side from 

G( n, X)q = (~) q G(l, X)q = (~) . G(l, X)q 

we can see the representation 

AI" G(q,k) = -. G(l,x)q· ~ 
p n(p) 

1 1 (k) =-·G(l,X)q·G(k,X)=-·G(l,X)q· - ·G(l,X) 
p p p 

1 (k) 1 = p . G(l, X) G(l, X)· p . G(l, X)q-

= (~) . G(l, X)q-l 

where at the end we apply Proposition 10. 
From 

G(l,X)q-l = (~) . G(q,k) 
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together with the previous sum formula for the Fourier coefficients we obtain 
the following formula, when g.c.d.(k,p) = 1: 

With a q-tuple rl, ... , r q each switch in sequence order gives a q-tuple with 
the same sum and the same product; if ql, ... , ql of the numbers rI, ... , r q are 
congruent to each other modulo p (ql + q2 + ... + ql = q), then there are 

q! 

possible switches. Only for f.. = 1, i.e. ql = q, is the polynomial coefficient 

q! 

not divisible by the prime number q, because in this one exceptional case 
it equals 1. With this exception, because of the multiply appearing equal 
summands, the sum 

L 
rq(p):rt+ ... +rq=k(mod p) 

gives a number divisible by q and therefore congruent to zero modulo q. 
Therefore modulo q only the summand with the mutually congruent mod­
ulo p rl == r2 == ... rq == r(mod p) remains: 

G(l, X)q-l 

== (~) . ~ (r .;. r) (mod q) . 
r(p):r+ ... +r=k(mod p) 

Since for this only those values of r with qr == k(mod p) come into question, 
and in this case 

holds, this argument leads to 
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Lemma 5. If p and q are di3tinct odd prime number3, and if the Dirich­
let character X repre3ent3 the Legendre 3ymbol modulo p, then we have the 
congruence 

G(l, X)q-l == (~) (mod q) . 

For n = 1 from Lemma 4 we obtain 

(-1)~ s..::.! G(l,X)q-l = P . P 2 

By Euler's criterion from elementary number theory 

(~1)=(_1)~, 

(p) s..::.! q == P 2 (mod q) , 

so that as a consequence 

1 z.::.!.L::.! (p) G(l,X)q- == (-1) 2 • 2 • q (mod q) 

Lemma 5 justifies the deduction 

(q) z.::.!.s..::.! (p) P == (-1) 2 2 • q (mod q) , 

and since both sides of the congruence can only take the values ±1, we even 
have equality. 

Theorem 3: Gauss' Quadratic Reciprocity Law. Di3tinct odd prime 
number3 p and q obey the rule 

(~) (~) = (-1)~·~ 

A second more analytic proof of the quadratic reciprocity law succeeds 
with the help of direct mediation by the sum G(l, X) concentrated at the prime 
modulus p. Here as before X denotes the Legendre symbol. The transformation 
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G(n, X) = L x(k)e27rikn/p 
k(p) 

= 
k(p):(: )=1 

= 

k(p):(: )=1 

k(p):(: )=-1 

-(L e27rikn/p - L e27rikn/p - 1) 
k(p) k(p):(: )=1 

= 1 + 2 . L e27rikn/p 

k(p):(: )=1 

p-1 k - L (e27rin/p) 
k=O 

= 1 + 2 . L e27rikn/p 

k(p):(: )=1 

=1+ 
r(p):r2=k~O(mod p) 

= L e27rir2n/p 

r(p) 

suggest the definition of the quadratic Gauss sums 

m-1 

g(n, m) = L e27rir2n/m 

r=O 

For natural numbers n not divisible by p 

G(n, X) = (~) . G(l, X) = (~) . g(l,p) 

holds. The calculation of the quadratic Gauss sum g( 1, m) succeeds with the 
help of the following technical results. 

Lemma 6. If f( x) denotes a differentiable complex-valued function, which is 
defined on the interval rp, QJ with integral P and Q, and if the derivative f'(x) 
is integrable over this interval, then 

t f(n) = f(P); f(Q) + f lQ f(x)e27rikxdx 

n=P k=-oo P 

holds. 
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Proof. First adapt the Euler sum formula to show that 

Q [Q [Q t; fen) = Jp f(x)dx + Jp {x }f'(x)dx + f(P) 

= LQ f(x)dx + LQ ({x} -~) f'(x)dx 

1 [Q 
+"2 . Jp f'(x)dx + f(P) 

= f(P) + f(Q) + [Q f(x)dx 
2 Jp 

+ LQ ({x} -~) f'(x)dx . 

Then substitute the Fourier expansion of the saw-tooth curve 

{x} - ~ = __ 1_ . L ..!.. e21rikx 
2 21l"i k k=FO 

noting that the partial sums 

L ~. e21rikx 
O<lkl:5K 

remain uniformly bounded in K and x. Since 

LQ ({x} -~) f'(x)dx 

= _~. '" ..!.. [Q f'(x)e 21rikxdx , 
21l"z L...J k Jp k=FO 

partial integration gives 

-~. L ..!. (f(Q) - f(P) - 21l"ik· [Q f(x)e21rikXdX) 
21l"Z k=FO k Jp 

which equals 

L [Q f( x )e21rikx dx 
k=FO Jp 

(in the passage to the limit as K -t 00 the first summand makes no con­
tribution, since the individual members cancel in pairs). This concludes the 
lemma. 0 
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Lemma 7. For the natural number m we have the relation 

Proof. First by substitution and partial integration one has 

16 . 2 1 162 e iu 
e1X dx = - . -du 

a 2 a 2 Vu 
ib 2 ia2 d 1 1 1 162 eiu 

= 2ib . e - 2ia . e + 4i· a2 uVu u 

This shows that for 0 < a < b and a -t 00 the Fresnel integral 

100 
• 2 

-00 e1x dx 

exists given the Cauchy criterion. But now the assertion of the lemma is easy 
to obtain from the formulae 

{H1/2 
= L ik e211"imx2 dx 

12k-II~K k-1/2 

by passing to the limit K -t 00. o 

From Lemma 6 it follows that 

Since the integral simplifies to 
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applying Lemma 7 we have 

g(l, m) = Hm ( L m. fk/2+1 e27rimU2 du 

K ..... oo Ikl~K:2Ik Jk/2 

= m· (1 + e-7rim/ 2 ) .1: e27rimU2 du 

= rm· (1 + i-m) ·1: e27rix2 dx 

If in particular we put m = 1, the relation 

1 = (1 - i) ·1: e27rix2 dx 

gives the value of the Fresnel integral 

100 e27rix2 dx = _1_. = 1 + i 
-00 1 - z 2 

In this way we have succeeded in calculating g(l, m). 

Proposition 12. If 
m 

g( n, m) = L e27rinr2/m 

r=l 

denotes the quadratic Gauss sum, then for n = 1 it takes the value 

1 + i-m 
g(l,m) = rm· .. 

1-z 

o 

The most important consequence of this is that one can work out the 
Gauss sums for odd prime moduli. 

Theorem 4: Signs of Gauss Sums. If p denotes an odd prime number and 
X denotes the Legendre symbol modulo p then for the Gauss sum G( n, X) one 
has: 

G(l, X) =..JP 
if p == l(mod 4), and 
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G(l, X) = i.JP 
if p = 3(mod 4). With 

G(n,x) = (~). G(l,X) 

the value of the Gauss sum for arbitrary n is determined. 

Since Proposition 10 already gave IG(n, x)1 = .JP, the important part of 
Theorem 4 consists in the determination of the argument of G(n,x) - this is 
what is meant by the label "sign"of the Gauss sums. 

An easily proved technical result now permits the second demonstration 
of Theorem 3. 

Lemma 8. If m' and m" are cop rime, quadratic Gauss sums satisfy the re­
lation 

g(n,m'm") = g(nm',m"). g(nm",m') . 

Proof. Since r = m"r' + m'r" runs through a complete system of classes 
of residues modulo m'm", as r' and r" run independently through complete 
systems of classes of residues modulo m' and m", the required relation follows 
directly from 

L e21finr2/m'm" 

r(m'm") 

= L L e21fin(r'm"+r"m')2/m'm" 

r'(m') r"(m") 

= L L e21finm"r,2/m' e21finm'r"2/m" , 

r'(m') r"(m") 

because the factor with mixed product as exponent 

is always 1. 

For odd values of m Proposition 12 gives 

g(l, m) = ...;m. i(m-l)2/4 , 

o 

so, in particular, for distinct odd prime numbers p and q, and the Legendre 
symbol X modulo p, we have 

g(q,p) = G(q,X) = (~) . G(l,X) 

= (~) . .JP. i(p-l)2/4 . 
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Analogously the relation 

g(p, q) = (~) . .;q. i(q-l)2/4 

must also exist. Lemma 8 has the consequence 

g(q,p). g(p,q) = g(l,pq) =.;pq. i(pq-l)2/4 

This in turn leads to the calculation 

(~) (~) = i( (pq_l)2_(p_l)2_(q_l)2)/4 

L=.! .i=.l = (-1) 2 . 2 

and once again proves the quadratic reciprocity theorem. 

Exercises on Chapter 6 

In what follows let r" be the group of Dirichlet characters mod n. If X E r" we use 
the abbreviation T(X) := G(l,X). 

1. Let m and n be coprime natural numbers. Show that w : rm X r" -+ rm", 
w(X,X') = XX' is an isomorphism. 

* 2. Let m and n be coprime natural numbers, X E r m and X' E r". Show: 
(i) 
(ii) 

mxl" = mx . m x'· 
XX is primitive in r m " (resp. real) if and only if X and X' are primitive 
(resp. real). 

3. For odd n E Z let Xl(n) = (_1)(,,-1)/2, X2(n) = (~), and for even n E Z 
let Xl(n) = X2(n) = O. Write X3 = XIX2. Show that Xl, X2 and X3 are the 
non-trivial characters mod 8. 

* 4. Let p be a prime number, k a natural number and X E rpk primitive and real. 
Then: 
(i) If p > 2, then k = 1 and for all n E Z, x(n) = (~). 
(ii) If p = 2, then k E {2, 3}. In the case k = 2, x(n) = (_1)(,,-1)/2 for all odd 

nE Z. In the case n = 3, either x(n) = (~) or x(n) = (_1)(n-l)/2 (~), 
again for all odd n E Z. 

Conversely these characters are real and primitive. 

5. Let m be an odd natural number and X E r m primitive and real. Show that m 
is square-free and that for all n E Z, x(n) = (~). Conversely this character 
is real and primitive. 

* 6. Let m and n be coprime natural numbers, and let X E r m and X' E rn be 
primitive and real. Show that the following statements are equivalent: 
(i) x(n)x'(m) = -1. 
(ii) X( -1) = X'( -1) = -1. 

7. Let p be prime, k E IN and X E rpk be primitive and real. Show that T(X) = 
(X( _l)p)1 /2 . 
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8. Let m and n be coprime natural numbers, X E rm, X' Ern. Show that: 

r(xx') = x(n)x'(m)r(x)r(x' ) . 

* 9. Let m be a natural number, X E rm primitive and real. Show that 

r(x) = (x(_1)m)I/2 . 

(Sign of a Gauss sum) 

10. Show that if d E 71., then there exists some m E IN with Q( vd) ~ 4l (e21fi / m ). 

* 11. Let m ~ 2 be a natural number and X E r m primitive. Then: 

(i) L(X,l) = -T(~) E:=-;.1 X(k) (log (sin ::) +i1r*). 
(ii) If X is real and X(-l) = 1, then 

m-I 

L(X,l) = - Jm L X(k) log (sin :;:) 
k=1 

and 
m-I 

L kX(k)=O 
k=1 

(iii) If X is real and X( -1) = -1, then 

m 

L(X,l) = - m:/2 L kX(k) 
k=1 

and 
m-I 

L X(k) log (sin :;:) = 0 
k=1 

12. A character X E r m is said to be induced by a character X' E rn, if n I m 
and for the principal character xo E r m we have X = xo X'. Show that if X is 
ind uced by X', then for Re( s) > 1, 

L(X,s) = L(X',s) IT (1 - X'(p)p-O) 
plm 

13. Let w > 0 and for Re(s) > 1 let «s,w) = E::"=o (n + w)-O be the Hurwitz 
zeta function (see Chapter 4, Ex. 20). Show that for m E IN, X E rm and 
Re(s) > 1, 

L(X,s) = m-' t X(k)( (s, ~) . 
k=1 

In particular L(X,.) is an entire function for X 1= xo, and L(xo,.) is meromor­
phic in C with a single pole at s = 1. 

* 14. Let nE IN, X E rn and X 1= XO. Show that as x -+ 00 
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L X~) logp = 0(1) 
pS'" 

* 15. Show (without applying a Tauberian theorem) that, for m E IN and X E rm, 
as x -+ 00 we have L L J.l(k)X(k) = O(x) . 

16. Show with the help of the Tauberian theorem of Ingham and Newman that, 
for m E IN and X E r m real, we have 

~ 1 1 
L...J ;;J.l(n)x(n) = L(X,l) . 
n=1 

17. Let m E IN and X E rm. Show that as x -+ 00, L:nS'" J.l(n)x(n) = o(x). 

18. Let m E IN and X E rm. Show that, for Re(s) > 1, 

L(X\2s) = L(X,s) ~ A(n)x(n) , 
L...J n" ,,=1 

and deduce from this that, as x -+ 00, 

L A(n)x(n) = o(x) 
nS'" 

19. Let m be a natural number and a an integer. Show that, as x -+ 00, 

(i) L: J.l(n)=o(x). 
,,<., 

n3!o(mod m) 

(ii) L: A(n) = o(x). 
,,<., 

nEa(';;odm) 

20. Let m and n be coprime natural numbers and k an integer. For the Ramanujan 
sums show that cm(k)cn(k) = cmn(k). 

Hints for the Exercises on Chapter 6 

2. Show that m xx' ~ mxmx' and m xx' ::; mxmx', by applying Proposition 7. 

4. For p > 2 choose a primitive root 9 mod pk. Then X(g) = -1 for X =1= Xo, so 
that there only exists one real character X =1= xo mod pk. 

6. Apply the previous questions, the quadratic reciprocity law and the supple­
mentary laws. 

9. Induction on the number of prime factors n of m. Apply (6). 

11. Apply Proposition 9. 

14. 0(1) = L:nS'" ~ logn = L:nS'" ~ L:dln A(d) 
= L:dS'" ~A(d)X(d)L(X,l) + 0(1). 

15. 1 = L:n<'" J.l(n)x(n)~ L:k<L AJfl 
for X =1= xo. - - n 



7. The Algorithm of Lenstra, 
Lenstra and Lovasz 

In this section we present an algorithm, which has several applications in 
number theory. 

(1) It makes possible the factorisation of a polynomial f(x) E <Q[x] into 
irreducible factors inside a realistic time span. 

(2) Suppose given rational numbers a1, ... , an and a rational number c:. 
(We note that each calculation programme only involves rational numbers.) 
Again in realistic time the algorithm allows us to find integers PI, ... , Pn and 
q, which for 1 :::; i :::; n satisfy 

One should compare this result with the Dirichlet approximation theorem, 
which shows that 1 :::; q :::; c:- n , without however being able to give a method 
for the determination of the numbers PI, ... , Pn, q (except by unrealistically 
long trial and error). 

(3) Let a1, . .. , an be real numbers. We look for integers m1, ... , mn not 
equal to 0, with smallest possible absolute value, so that 

is as small as possible. If it is possible to make this sum equal to zero, then 
aI, ... , On are linearly dependent over <Q. 

(4) By applying (3) to ai = a i - 1 for some given a E JR, one can decide 
whether a is algebraic. 

(5) The n real numbers a1, . .. , an are called algebraically independent, if 

{a~l ... a~" Ik1' ... , kn 2': 0 and integral} is linearly independent over <Q, i.e. 

for each polynomial p( Xl, ... , Xn) ::f 0 with integral coefficients it follows that 
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If one restricts the exponents by 0 :s: ki :s: mi (1 :s: i :s: n) and applies (3), it is 
possible to decide whether the numbers aI, ... , an are algebraically dependent 
(with degree :s: m1 + ... + m n ). 

For the first named application we refer to the article of Lenstra, Lenstra 
and Lovasz in Math. Annalen 1982, pp. 515-534. 

In what follows let <, > denote the standard scalar product in ]Rn. 

Definition 1. Let (b1, ... , bn) be some basis in ]Rn. Set br = bt, and suppose 
that the vectors br, ... , bi_1 have already been defined. Then let 

i-I 

bt = bi - L < bi, bj > Ibjl-2 bj , 
j=l 

and for 1 :s: i,j :s: n write f-lij =< bi, bj > Ibjl-2. 

This process is identical with the Gram-Schmidt-orthogonalisation pro­
cess, i.e. (br, ... , b~) is an orthogonal basis of ]Rn. It follows directly from 
the definitions that, for 1 :s: i :s: n, f-lii = 1, and for 1 :s: i < j :s: n, f-lij = O. 
Furthermore 

n 

bi = L f-lijbj , 
j=l 

i.e. the matrix (f-lij)l5,i,j5,n is the matrix of the basis change 

(br, ... , b;) f--+ (bt, ... , bn) . 

It is a triangular matrix with determinant 1, so that det(bt, ... , bn ) = 
det (br, ... , b~). 

Definition 2. Let (b1, ... , bn) be some basis of ]Rn. It is called reduced if, for 
1 :s: j < i :s: n, 

1 
If-lij I :s: 2 

and, for 1 < i:S: n, t Ibi_11 2 :s: Ibi + f-li,i-1bi_112. 

We propose to show that each lattice ~ in ]Rn has a reduced basis, and 
demonstrate how one can find one such. For this it is useful to introduce the 
following notation: 

Definition 3. Let ~ be a lattice in ]Rn, 1 :s: k :s: n + 1 and B = (bt, ... , bn) 
a basis of ~. Then write 

Ak(B):{=} (l:S:j<i<k=>lf-lijl:S:~) and 

(1 < i < k => ~ Ibt_11 2 :s: Ibt +f-li,i-1bt_112) 
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We note that B is reduced if and only if An+1 (B) holds. For each basis B 
of 1.5 Al(B) and A 2 (B) are true. 

If besides B, B' is also a basis for IRn , we label the numbers arising in 
Definition 1 by Il~; and the associated orthogonal basis by (b~*, ... , b~). We 
prove some technical propositions: 

Lemma 1. Let 1.5 be a lattice in IRn , 2 ~ k ~ nand B = (b1. ... , bn ) a basis 
of 1.5 satisfying Ak. Let r be the nearest integer to Ilk,k-l and 

B' = (b1, ... , bk-1, bk - rbk-l, bk+1, ... , bn ) • 

Then B' is a basis of 1.5 which satisfies Ak and has 11l~,k-ll ~ t. 

Proof. It is clear that B' is a basis of 1.5. For 1 ~ i < k, b~ = bi, hence 
also b~* = bi and Il~; = Ili; for 1 ~ j < i < k. Therefore Ak(B') holds. For 
1~j<k 

, b' b* Ib*I-2 Ilk; =< k' ; >; = Ilk; - rllk-l,; , 

and hence in particular 

11l~,k-ll = Illk,k-l - rl ~ 1/2 

o 

Remark 1. In order to shorten the calculation time it is useful to know how Il~; 
and b~* are formed from Ili; and bi- Without difficulty one convinces oneself 
that 

b~* = bi for 1 ~ i ~ n , 

Il~; = Ili; for 1 ~ i 1= k ~ n , and 

Il~; = Ilk; - rllk-l,; for 1 ~ j ~ k . 

Lemma 2. Let 1.5 be a lattice in IRn , 2 ~ k ~ nand B = (bt. ... ,b n ) a basis 
for 1.5, which satisfies Ak and 

Let B' = (b1 , ••• , bk-2, bk, bk-t. b1:+t. ... , bn ). Then B' IS a basis for 1.5, 
which satisfies Ak-l and 

Ib'* 12 ~ Ib* 12 k-l < 4 k-l . 

Proof It is clear that B' is a basis for 1.5. For 1 ~ i < k - 1, b~ = bi, hence 
also b~* = bi and for 1 ~ j < i < k -1, Il~; = Ili;. Therefore B' satisfies A k - 1 • 

We have 
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k-2 

b~_l = bk - L < bk, bj > Ibjl-2 bj 
j=l 

= bk+ < bk, bk- 1 > Ibk_11-2 bk- 1 

= bk + Pk,k-l bk- 1 , 

from which the last assertion follows. o 

Remark 2. In order to shorten the calculation time, it is again useful to know 
how to calculate the new numbers pi j and the new vectors bi* from the old. 
Thus 

Pk,k-l = Pk,k_llbk_112 (lb kl2 + Pi,k_ll bk_11 2)-1 

For i (j. {k - 1, k}, bi* = bi, and 

b'* b* + b* b'* b* I b'* k-l = k Pk,k-l k-l' k = k-l - J.lk,k-l k-l 

For 1 :::; j < k - 1, 

and for k < i :::; n 

(P~Gl ) = (~ J.lk,tl) (~ 1 ) (J.li,k-l) 
-J.lk,k-l J.li,k 

Otherwise J.li j = J.lij. 

Lemma 3. Let ~ be a lattice in JRn , 1 < k:::; n, and B a basis for~, which 

satisfies Ak, IPk,k-ll :::;~, but not Ak+l. Let ~ Ib k_112 :::; Ibk + Pk,k_l bk_11 2, 
and £ < k maximal with respect to the property lJ.lkll > ~. Let r be the integer 
closest to J.lkl and 

B' = (b1, ... , bk-t. bk - rb l , bkH,"" bn ) . 

Then B' is a basis of~, which satisfies Ak, ~ I bk*_112 :::; I b,,* + J.lk,k-l bk*_112, 

and lJ.lkil:::; ~ for all £:::; j < k. 

Proof. Since B does not satisfy Ak+l, there exists some such £. B' is clearly a 
basis for ~. Since bt is the projection of bi onto the orthogonal complement 
of 

JRb1 + ... + JRb i - 1 = JRb~ + ... + JRbi_l , 

it follows that bi* = bt for 1 :::; i :::; n. From this it follows that for 1 :::; j < i -=f 

k, J.li j = Pij and for 1:::; j < k, J.lkj =< bk-rbl, bj > Ibjl-2 = J.lkj-rplj. This 
equals J.lkj for £ < j < k. By assumption £ < k - 1. Therefore J.lk k-l = J.lk,k-l 
and hence ' 
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3 1 b/* 12 1 b/* I b/* 12 1 I 1 1 ~ n • k '4 k-I $ k + JLk,k-1 k-I ,JLkj $ 2 ' tor {. < J < , 

and 

Moreover B' satisfies Ak. 

Remark 9. Collecting together, 

b~* = bi, for 1 $ i ~ n , 

JL~j = JLij, for i ~ k or l < j < k, and 

JL~j = JLkj - rJLlj for 1 $ j $ l . 

o 

Corollary 1. Let 18 be a lattice in lR n, 1 ~ k ~ n, and B a basis for 18 which 
satisfies Ak. Let k = 1 or ~ Ibk_112 $Ibk +JLk,k-Ibk_112. Then there exists 
a basis B' for 18, which satisfies AkH. 

Proof. In the case k = 1 this is trivial. Let 1 < k $ n. Without loss of 
generality by Lemma 1 we can assume that IJLk,k-11 $ !. If B satisfies Ak+1 
we are finished. Otherwise one applies Lemma 3 repeatedly, and sees that there 

exists a basis B' of 18, which satisfies Ak, ~ Ib~*_112 $Ib~* + JL~,k-1 b~*_112 and 

IJL~j I $ ! for 1 ~ j < k. Hence this basis satisfies A kH . 0 

Suppose now that we are given a basis B = (bI, ... , bn ) for 18. The as­
sumptions of Lemma 2 and Corollary 1 are alternatives. We begin the algo­
rithm for k = 2 (we know that A2 (B) holds) and apply Lemma 2 or Corollary 
1, one after the other, depending on which assumptions are satisfied. At each 
step the index k either increases by 1 or decreases by 1 (Lemma 2). If it equals 
n + 1, the algorithm breaks off, and the basis is reduced. 

If we can show that the assumption of Lemma 2 only enters finitely many 
times, then we are finished. 

Theorem 1. Let 18 be a lattice in lRn. Then 18 has a reduced basis, which by 
the preliminaries above is explicitly constructible. 

Proof. First we introduce some notation. Let B = (b l , ... , bn ) be a basis 
of 18, and for 1 ~ i $ n let l8i(B) = Zb l + ... + Zbi . l8i(B) is a lattice 
in an i-dimensional vector space with lattice constant d(l8 i(B»). This can be 
calculated as follows: Let Li : lRbi+ ... +lRbi -t lRb l + ... +lRbi be the linear 
transformation which, for 1 ~ j $ i satisfies Li (bj) = bj. Its determinant is 

det (JLkl)l<k l<i = 1, and - '-
Li(l8i(B*») = l8i(B) 
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Therefore d( <5i(B)) = d( <5i(B*»). Since {bi, ... , b~} is a set of orthogonal 
vectors, d( <5i(B*») is the volume of the fundamental parallelepiped, equal to 

n;=1 Ibil, so that d(<5;(B)) = n;=1 Ibil. Let d(B) = n?~11 d(<5 i(B»). 
We show next that there is a constant c > 0, so that for each basis B of 

<5, d(B) ~ c. Let m = min{I~1 : ~ E <5, ~ =f: o}; then m > O. By Chapter 3, 
Corollary 3, there exists some ~i E <5;(B) ~ <5, ~i =f: 0, so that the coordinates 

of ~i are at most equal to d(<5 i(B»)I/i, i.e. 

Hence 

n-l 

d(B) ~ IT mi i-i/2 =: c 
i=1 

for each basis B for <5. Now let B = (b 1 , ... , bn ) be a basis for <5, B' = 
(bi, ... , b~) the basis for <5 formed according to Lemma 1 or Lemma 3 (which 
means according to Corollary 1). Then bi* = bi for 1 ~ i ~ n, i.e. d(B) = 
d(B'). If on the other hand B' is formed according to Lemma 2, then for 
i < k -1, d(<5i(B») = d(<5i(B'») , because b't = bi for 1 ~ j ~ i. But 

For i ~ k, <5;(B) = <5;(B') and so again d(<5i(B») = d(<5i(B'»). This implies 

that d(B') < .j'fd(B). Therefore if Lemma 2 is applied t times, in all we have 

which for t sufficiently large is not possible. 
We note that because of d(<5k(B'») = d(<5k(B»), in the case of Lemma 2 

we can settle on 
Ibk*-II·lbk*1 = Ib k- 1 1l bkl 

(which also sidesteps a wearisome calculation). In this way we can set out the 

following programme scheme (put Bj = IbiI2): 

for i = 1, ... ,n do 
bi := bi ; 

for j = 1, ... , i-I do 
JL;j =< bi, bi > / Bj; 

end; 
b* .- b* 11. b*· ;.- i -,-ij i' 

Bi :=< bi, bi >; 



end; 
k:= 2; 
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(1) for i = k - 1 do (*) 

if Bk < (~ - J.ti,k-l) Bk-l go to (2); 

for i = k - 2, k - 3, ... , 1 do (*) 
if k = n + 1, end; 
k:= k + 1; 
go to (1); 

(2) J.t := J.tk,k-l; 
B:= Bk + J.t2Bk_l; 
J.tk,k-l := J.tBk-d B; 
Bk := Bk-lBk/ B; 
B k - 1 = B; 
(b k - 1, bk) := (bk' bk - 1); 

for j = 1, ... , k - 2 do 
(J.tk-l,j, J.tk,j) := (J.tk,j, J.tk-l,j); 

end; 
for i = k + 1, ... ,n do 

(/A~:,~l) := (~ /Ak,t-1) (~ ~/A) (/A~:,~l); 
end; 
if k > 2 then k := k - 1; 
end; 
go to (1). 

(*) if lJ.tk,tl > 1/2 then; 
r := nearest integer to J.tk,t; 
bk := bk - rbt; 
for j = 1, ... ,i - 1 do 

J.tk,j := J.tk,j - rJ.tt,j; 
end; 
J.tk,t := J.tk,l - r; 

end; 

We can now pose the question of how many calculation steps are necessary 
in order to transform (bt, ... , bn ) into a reduced basis. For special lattices <5, 
Lenstra, Lenstra and Lovasz have shown: 

Let <5 be a lattice in lRn and (b 1 , ... , bn) a basis for <5, so that 

< bi, bj >E 71. for 1 ::; i,j ::; n. Let B = max (2, Ib l l2 , ... , IbnI2). The num-

ber of calculation steps necessary to transform (b 1 , ... , bn ) into a reduced 
basis is ::; cn4 10g B, where c > 0 denotes an absolute constant. 

We note that the assumption for <5 is satisfied if <5 ~ 71. n . If for 1 ::; i, j ::; n 
it happens that < bi, bj >E <Q, then we have to multiply by some suitable 
number m E IN in order to reach < mb i, m b j > E 71.. From a reduced basis for 
m<5 we immediately obtain one for <5. 
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An algorithm in IRn, for which there exist constants c, k > 0 so that it 
breaks off after at most en" calculation steps, is called an algorithm which 
works in polynomial time. 

Now we come to the applications. For these we need 

Proposition 1. Let (bI, ... ,bn) be a reduced basis for IRn. Then 

(1) for 1 ~ j ~ i ~ n, Ib jl2 ~ 2i-1 Ibil2 
(2) TI~=1 Ibil ~ TI~1 Ibil ~ 2 n(n-l)/4 TI~=llbil 

(9) Ib11 ~ 2(n-l)/4 TI~=1 IbiI1/n. 

Proof. (1) Because < bi, bi-l >= 0, for 1 < i ~ n 

Ibi 12 ~ ~ I bi_112 - /-L~,i-l I bi_112 ~ ~ I bi_112 , 

and it follows by induction on i - j, that for 1 ~ j ~ i ~ n, 

Furthermore, for 1 ~ i ~ n, 

i-I i-I 

Ibil2 = Ibil2 + L/-L~j Ibjl2 ~ Ibil2 + ~ L2i- j Ibil2 
j=1 j=1 

= (~ + 2i-2) Ibil2 ~ 2i-1 Ibil2 

Hence, for 1 ~ j ~ i ~ n, 

(2) For 1 ~ i ~ n, 

i 

Ibil2 = L/-L~j Ibjl2 ~ Ibil2 , 
j=1 

from which the first inequality follows. The second follows from (1), since 
Ibil ~ 2(i-l)/2Ibil and r;~:11 i = !(n - l)n. 

(3) By (1), for 1 ~ i ~ n, we have 

Ib11 ~ 2(i-l)/2Ibil, so that 
n 

Ib11n ~ 2 n (n-l)/4 IT Ibil , 
i=1 

which is the assertion. o 
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Corollary 2. There exist an algorithm (working in polynomial time), which 
for given rational numbers al, ... ,an and c, ° < c < 1, determines integers 
Pt. ... ,Pn and q, such that 1 ~ q ~ 2n(n+1)/4c-n and, for 1 ~ i ~ n, 

Proof. Let el, ... , en+1 be the standard unit vectors in JRn+l and b = 
(-al' ... , -an, 2-n(n+1)/4cn+l). Let B = (el, ... , en, b) and ~ the lat­
tice spanned by B. Then d(~) = 2-n(n+l)/4cn+1 and for 1 ~ i,j ~ n, 
< ei, b >E <Q, < ei, ej >E 71... Let (b l , ... , bn+d be a reduced basis for ~. 
Because bl E ~, there exist Pl, ... ,Pn, q E 71.. with 

By Proposition 1(3) we have Ibll ~ 2n/4d(~)l/(nH) = c. Therefore, for 1 ~ 
i ~ n, IPi - aiql ~ c and Iql· 2-n(nH)/4cn+l ~ c, i.e. Iql :::; 2n(n+l)/4c-n. If q 
were equal to 0, then because c < 1, for 1 :::; i ~ n, Pi = ° and hence b l = 0, 
which is impossible. Thus q f. 0. If q < 0, replace Pi by -Pi and q by -q. D 

We come now to application (3) announced at the start. For this we first 
need 

Corollary 3. There exists an algorithm (working in polynomial time), which 
for given rational numbers al, ... , an and given c, ° < c < 1 (so that 
c-l - 1/ n2(n+1)/4 E <Q) determines integers m1, ... , mn and q so that, for 
1 :::; i :::; n, 

n 

Imd :::; 2(n+1)/4c-1/n, (m1, ... , m n) f. (0, ... ,0) and L aimi + q :::; c 
i=1 

Proof. Let c = c-1- 1/ n2(nH )/4 and for 1 < i < n let b· = e· + ca·e +1 , _ _, , I In 

and bnH = (O, ... ,O,c). Then,for 1:::; i,j:::; n+1, < bi,b j >E <Q. Let 
~ = 71..b1 + ... + 71..bnH . Then d(~) = c. Let (b~, ... , b~) be a reduced basis 
for ~. Then 

There exist integers m1, ... ,mn and q with 

b~ = (m1, ... ,mn,c t miai + cq) 
.=1 

It follows that 
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n 

cL miai + cq ~ 2n/4cl/n+l, I.e. 
i=l 

n 

L miai + q ~ 2n/4c-n/(n+1) = e . 
i=l 

If all mi = 0, then because e < 1, q = 0 and hence also b~ = 
impossible. 

0, which is 
o 

We note that Corollary 2 and Corollary 3 only make sense, when e is not 
made too small, i.e. the mi cannot be taken too large. If the mi reach the 
order of magnitude of the denominators of the ai, then the existence becomes 
trivial. This holds also for the following corollary. 

Corollary 4. There exists an algorithm (working in polynomial time), which 
for given rational numbers at. ... ,an and e (0 < e < 1/4 and e-1/ n2(n+l)/4 E 
<Q) determines integers ml, ... ,mn so that, for 1 ~ i ~ n 

n L miai ~ 4e1- 1 / nnK2(n+1)/4 

i=l 

Proof. Let k (E Q) be so chosen that 

e + kKn2(n+l)/4e -l/n = 1/2 

Using Corollary 3 choose integers ml, ... ,mn , q so that, for 1 ~ i ~ n, 

n 

Imil ~ 2(n+1)/4e-l/n, (ml,"" m n) '" 0 and L kaimi + q ~ e 
i=l 

Then 
n 

Iql ~ e + k L lad Imil ~ e + Kk2(n+l)/4e-l/nn = 1/2 , 
i=l 

so that q = O. Therefore 

n 

L aimi ~ elk = 2eKn2(n+1)/4e-l/n /(1 - 2e) ~ 4e1- 1/ n Kn2(n+l)/4 
i=l 

Applications (4) and (5) now follow without further comment. 

Remark. With the results obtained it is possible to give an algorithm, which 
decomposes the polynomial f(x) E Z[x] into irreducible factors, or, which 
amounts to the same thing, finds a single irreducible factor. First translate 
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Corollary 4 to numbers in Q( i). Then look for an (almost) zero fr E ]l( i) for 
f(x). This is possible in polynomial time (see S. Smale, Proc. Int. Congress of 
Mathematicians, 1986, Vol. 1, pp. 172-195). Then using the pattern suggested 
by application (4), we look for the minimal polynomial m(x) of fr. This will 
then be an irreducible factor of f(x). 

In the work of Lenstra, Lenstra and Lovasz referred to, one finds yet 
another algorithm. 



Addenda 

l) H. Davenport and W. Schmidt (Symposia Mathematica, Vol. IV, INDAM, Rome, 
1968/69 (Academic Press, London 1970» proved the following: if a = [aD j al, . .. ] is 
the continued fraction expansion of the irrational number a, and if 

,(a) = limn_ oo [Ojan+l, ... ]. [Ojan,an+l, . .. ] , 

then 

la- E..I <_c 
n nN 

has infinitely many solutions for sufficiently large N if and only if 

1 
C> 1 + ,(a) . 

2) The inequality 

la - E..I < ~ 
n n2 

can, as shown by A. Hurwitz, be sharpened to 

la- E..I < _I_ 
n v'5n2 

(see Exercise 20 in Chap. 1). A larger factor than v5 in the denominator is not 
possible (compare Niven-Zuckerman, p. 189ff, 221ff, loc.cit.). 

In 1948 A.V. Prasad (J. London Math. Soc. 23) proved the following: if Pn/qn 

is the nth convergent fraction of (v5 -1)/2, and iffor n;:: 1 

Cn = .!(v'5 + 1) + p2n-l , 
2 q2n-l 

then 

la-El <_1 q cn q2 

has at least n solutions in coprime numbers (p, q). There exist numbers a - for 
example a = (v'5 - 1)/2 - so that this inequality has exactly n solutions of this 
kind. 

3) The proof of Corollary 6 given by R. Apery was published in 1981 (Mathema­
tiques, Bull. Sect. Sci. Ill). The proof given here is due to F. Beukers, Bull. London 
Math. Soc. 11 (1979). 
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4) If in Proposition 2 one puts a1 = a2 = ... = aL = I/N one sees that the 
inequality n :::; N L cannot be sharpened. If on the other hand one replaces 

by 

la l - Pll < _I_ 
n Nn 

I al - Pl I < _I_ 
n - Nn ' 

then G. Kaindl (Sitzber. Osterr. Akad. Wiss., Math. naturw. Kl. Il, 185 (1976)) has 
shown that 

< N L _ N L -1 
n_ N-l 

is attainable. F. Langmayr asserts (Monatshefte Math. 20 (1980)) that this inequality 
also cannot be sharpened. 

5) H. Davenport and W. Schmidt (Acta Arith. 16 (1969/70)) have shown the follow­
ing: If >. < 1 and if in Proposition 2 (resp. Proposition 3) we replace the inequalities 

L 

I al - Pl I < _1_ L alnl-p 
1 

resp. <-
n Nn N 

'=1 

by 
L 

>. 
lal - Pll < ~ resp. L alnl- P <-

n Nn N 
1=1 

then (in the sense of Lebesgue) the corresponding conclusions no longer hold for 
almost all a1, ... ,aL. 

6) As R. Tichy (Monatshefte Math. 88 (1979)) has proved, one can replace the 
bound 

by 

(
M _ N M _1)l/L 

N N-l 

in Theorem 2, provided one is satisfied with the weaker inequality 

L 

L amlnl - Pm :::; ~ 
l=l 

7) Hurwitz' inequality (see Addendum 2) can be altered for a non-integral {3. 
H. Minkowski proved that one can find infinitely many pairs of integers (p, n) with 
the property 

1 
lan - {3 - pi < 41nl . 

J.H. Grace showed subsequently that the constant 1/4 is the best possible (Proc. 
London Math. Soc. (2), 17(1918)). J.H. Grace carried out his proof with continued 
fractions. E. Hlawka found a direct argument (Monatshefte fur Math. 47 (1938)). 
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8) Theorem 2 was generalised by Kronecker himself in the following way. Suppose 
that real numbers alm (l = 1, ... , L, m = 1, ... , M) and /3t (l = 1, ... , L) are 
arbitrarily preassigned. For each arbitrarily chosen small e > 0 there exist integers 
nm (m = 1, ... , M) and Pl (l = 1, ... , L) with the property 

M 

L almnm - /3t - Pl < e, l = 1, ... , L , 
m=l 

if and only if for all integral hl (l = 1, ... , L) the integrality of the M numbers 

implies the integrality of 

L 

L hlalm , m = 1, .. . ,M , 
l=l 

(compare Exercise 9 of Chap. 3). 

9) H. Weyl formulated Corollary 5 even more generally. If p(x) is a polynomial, in 
which, apart from the constant summand, at least one irrational coefficient occurs, 
then already modulo 1 the sequence p(1),p(2), ... ,p(n), ... is uniformly distributed. 

10) Behind van der Corput's inequality hides a very general principle. One finds it 
in its most general form in R. J. Taschner (Monatshefte Math. 91 (1981». 

11) Basic facts from the theory of quadratic number fields can for example be found 
in Hlawka-Schoissengeier, p. 139ff., loc.cit. or in Niven-Zuckerman, p. 273ff., loc.cit. 

Using the notation in the book of Hlawka-Schoissengeier we append a discussion 
by Rabinowitsch on prime factor decomposition in a class of quadratic number fields 
as an extension of unique decomposition in Z(i). 

Let Od be Euclidean, then one can write each a from Od with IN(a)1 > 1 as a 
product of prime elements: 

a = 11"111"2 •• • 1I"K • 

This representation is uniquely determined up to units and the order of the factors. 
We show this in an analogous way to the integers Z and the Gaussian integers Z(i), 
by first choosing for each pair a,f3 =f.: 0 from Od a greatest common divisor 8. This 
is possible by repeated use of the Euclidean algorithm, which shows the existence of 
integral elements~, TJ with 8 = a~+f3TJ, and it follows that a prime element 11" dividing 
the product af3 must also divide one of the factors a or 13. The property of prime 
elements (Fundamental Lemma of Number Theory (compare Hlawka-Schoissengeier, 
p. 9, loc.cit.» contained in the last assertion forms the key to the proof of uniqueness 
in the decomposition into prime factors. 

In a non-Euclidean Od the uniqueness of prime factorisation is not guaranteed. 
A counterexample is found in 0-5 with the decompositions 

21 = 3·7 = (1 + 2H)(1- 2V-5) 

(compare Hlakwa-Schoissengeier, p. 155, loc.cit., Niven-Zuckerman, p. 17f., loco 
cit.). Nevertheless it is conceivable that for non-Euclidean Od decomposition of el­
ements into prime factors may also be unique up to units and order. For this the 
validity of the fundamental lemma may suffice, i.e. that from 11" I f3a for each prime 
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element 11", 11" 1 a or 11" 1 fJ follows. At this point Rabinowitsch starts from the following 
assertion: 

If for each non-integral element p from CQ( Vd) one can always construct integral 
elements {, 7] from Od with 

0< IN(pe - 7])1 < 1 

then the fundamental lemma holds in Od. 

Indeed were the fundamental lemma to be false, there would have to exist some 
prime element 11" and two integral elements a,fJ with 11" 1 afJ but with 11" ta and 1I"t fJ. 
For such a prime element 11" let >.,p. be the pair of integral elements a,fJ with the 
property above, and for which the norm 1 N(>'p.) 1 takes the smallest possible value 
among all norms IN(afJ)l. Depending on whether IN(>.)I ~ IN(1I")1 or IN(>')I < 
IN(1I")1, set p = >'/11" or p = 11"/>'. Since 11" does not divide >., >'/11" is not integral. If 
conversely>. were to divide 11", then because 11" is a prime element, >. would have to 
be associated to 11", because 11" 1 >.p. and 11" t P. with>' a unit is not possible. However 
then 11" would have to divide >., and this also is excluded. Therefore in each case p 
fails to be an integral element. Given the assumption there exist integral elements 
{,7] with 

o < IN(p{ - 7])1 < 1 . 

In the case p = >'/11" from 0 < IN({>'/1I" - 7])1 < lone obtains 0 < IN(>.{ - 11"7])1 < 
IN(1I")1 ~ IN(>')I. For p = 11"/>' from 0 < IN({1I"/>' - 7])1 < lone obtains 0 < 
IN(1I"{ - >'7])1 < IN(>.)I < IN(1I")1· In all cases one can find two integral elements 
<.p,'Ij; (which in some sequence are compatible with {,7]), so that the integral element 
v = >.<.p - 1I"'Ij; satisfies the inequality 

0< IN(v)1 < min(IN(>')I, 1 N(1I") I) . 

IN(v)1 < IN(1I")1 proves immediately that 1I"tv. Neither does 11" divide p., however 
vp. = >.p.<.p - 1I"p.'Ij;. Finally the formula 

IN(vp.)1 = IN(v)IIN(p.)1 < IN(>')IIN(p.)1 = IN(>.p.)1 

contradicts the original choices of >. and p., so that the fundamental lemma cannot 
be false. 

In order to prove the uniqueness of prime decomposition, following Rabino­
witsch, we must show that in CQ( Vd) there are no "bad elements", i.e. elements p, 
for which for arbitrarily chosen integral elements {, 7] it follows that IN(pe - 7])1 ~ 1 
for pe - 7] =1= O. The following five properties of bad elements are of importance for 
the subsequent considerations. 

(i) A bad element p always satisfies IN(p)1 ~ 1. 
(ii) A bad element p cannot be a rational number. 
(iii) For all integral elements >., if p is bad, then so is p + >.. 
(iv) For all integral elements >., p bad implies p>. bad, except when p>. is itself an 

element of Od. 
(v) If in Od the uniqueness of prime decomposition fails, then there exists a bad 

element of the form 
n-iJ 

p=--
p 

where p denotes a prime number, n is an integer with 0 ~ n < p and iJ = Vd 
(resp. iJ = (1 + Vd)/2) depending on whether d ~ 1 or d == 1(mod4). 

Property (i) follows from the fact that in the contrary case, for 0 < IN(p{ -
7])1 < lone could set 7] = 0 and { = 1. The second property follows from this, since 
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for P from ~, one could choose ~ = 1 and"., the nearest integer to p. The third and 
fourth properties come from the formulae 

o < IN ( (p + A)~ - ".,) 1 
= IN(p~ - ("., - A~»)I < 1 , 

o < IN((pA)~ - ".,)1 
= IN(p(A~) - ".,)1 < 1 

In order to check the fifth property we first prove that there must exist at least one 
bad element, which we can write in the form 

a + biJ 
p=-­

c 

with a, b, c integral. The fraction is already so reduced, that no prime p dividing c 
also divides a and b. Therefore since 

c a + biJ 
PI=-·P=--

p P 

also fails to be an integral element, because of (iv) PI must also be bad. If b/p were 
integral, because of (iii) we would obtain a bad rational number 

a b 
-=PI--·iJ 
b p 

contradicting property (ii). Therefore band pare coprime, we can find integers x, y 
with bx - py = -1, and by (iii) and (iv) obtain the bad element 

.• ax + (bx - py)iJ 
P2 = PI X - y-u = 

p 

ax - iJ =---
p 

If we put z = [ax/pl, then from ax = pz + n with 0 ~ n < p we construct a bad 
element of the form 

as required. 

n-iJ 
P3=P2- Z =-- , 

p 

Up to this point our considerations are completely independent of d. From now 
on suppose that d < 0 and d == 1 (mod 4), i.e. that d has the form 

d = 1-4m 

for some natural number m. We have 

iJ= 1+Vd , 
2 

and the norm of x + yiJ = (2x + y + yVd)/2 can be calculated as 

N(x+yiJ) = (2x+y)2 _d. y2 
4 4 

= 4x2 + 4xy + y2 + (4m _ 1) y2 
4 4 

= x2 + xy + my2 . 



If 
n-fJ 

p=-­
p 
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denotes a bad element in CQ( Vd), because N(p) ~ 1 it must be that 

n < P leads to 

N(n - fJ) = n2 - n + m ~ p2 = N(p) 

p2 ~ n(n -1) + m < pep -1) + m 

=p2 -p+m , 

i.e. to p < m. Since by our previous work at least one bad element of the form above 
exists, this implies: 

Prime decomposition in Od, for d = 1-4m, can fail to be unique only, if among 
the finitely many elements (n - fJ)/p with prime number p < m and rational integer 
n with 0 ~ n < p at least one bad element occurs. As we will subsequently show, this 
is at worst the case, if one of the numbers n 2 - n + m with n = 0,1, ... , m - 2 is 
distinct from a prime number. 

If indeed all numbers 

N(n-fJ)=n2 -n+m, n=0,1, ... ,m-2, 

are prime, there remain for a prime number p < m only the alternatives: p = N(n-fJ) 
or p is coprime with N(n - fJ). In the case p = N(n - fJ), because 

0< N (n - fJ) = N(n - fJ) = .! < 1 
P p2 P 

and on account of property (i), (n - fJ)/p is certainly not bad. In the second case one 
can find integers x,y with N(n - fJ)x - py = 1. Since N(n - fJ) = (n - fJ)(n - fJ'), 
after division by p it follows that 

n-fJ , 1 
-- . (n - fJ )x - y = - . 

p p 

For the integral elements ~ = (n - fJ')x, 11 = y, this leads to 

( n-fJ ) 1 O<N --'~-11 =-<1, p p2 

and in this case also (n - fJ)/p cannot be bad. Even more actually holds: 

If one of the numbers N(n - fJ) = n2 - n + m, with n = O,I, ... ,m -1 is not a 
prime number, then prime decomposition in Od cannot be unique. 

Two considerations precede the proof. Firstly for y 1= 0 and x + yfJ integral 
N(x + yfJ) ~ m. For on the one hand we have 

N(x + yfJ) = x2 + xy + my2 

= (x + ~r + (m -~) . y2 ~ m - ~ 
and on the other N(x + yfJ) is integral. Secondly for all n = 0,1, ... , m-I, n - fJ 
shows itself to be a prime element, since an integer other than ±1 can certainly not 
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divide n - iJ. If a decomposition n - iJ = 01(3 with integral elements a, (3 not belonging 
to 71. were to exist, then for N(OI) ~ m, N«(3) ~ m we would have 

m 2 ~ N(OI)N«(3) = N(n - iJ) 

= n 2 _ n + m < m 2 - m + m = m 2 

which would be absurd. 
Furthermore, if for n =O,l, ... ,m -1 the natural number N(n - iJ) were not 

prime, then in addition to the decomposition 

N(n - iJ) = (n - iJ)(n - iJ') 

into non-rational prime elements n - iJ, n - iJ', there would have to exist a decom­
position 

N(n - iJ) = PIP2 ... PK 

into prime numbers with J( ~ 2. Even if this product could be split further into 
a decomposition in Od consisting of prime elemen.ts, it would nonetheless remain 
essentially distinct from the decomposition above, because then more than two prime 
elements show up as factors. 

Next one defines the polynomial 

f(x)=x 2 +x+m 

subject to the condition that N(n - iJ) = f(n -1). Since N(-iJ) = N(iJ) and by 
the uniqueness of prime decomposition N(m - 1 - iJ) = f(m - 2) is also a prime 
number, one can collect the earlier considerations together in the following way. 

If given the natural number m, d = 1- 4m, then the theorem on unique decom­
position into prime factors holds in Od if and only if 

f( x) = x 2 + X + m 

is a prime number for all integers x = 0,1, ... , m - 2. 

For m = 2,3 the f(x), x = O,l, ... ,m - 2 are clearly prime numbers. In this 
way one obtains the Euclidean domains 0-7 and 0_11 (compare Niven-Zuckerman, 
p. 282f., loc.cit.). m = 4 does not satisfy the condition, since already f( 4) = 4 is 
no prime number. Calculating f(x) for m = 5 and x = 0,1,2,3, gives only prime 
numbers; the same holds for m = 11,17,41 and the corresponding f(x). Euler had 
already studied the polynomials x2 + x + 17 and x2 + x + 41. It is worthy of note that 
the quadratic polynomial x 2 + x + 41 gives only prime numbers for the 40 successive 
values of the argument x = 0,1, ... ,39. 

The theorem of unique decomposition into prime factors holds in the domain Od 
with 

d = -1, -2, -3, -7, -11, -19, -43, -67, -163 . 

For d = -1,-2,-3,-7,-11 this is true because the domains are Euclidean 
(compare Niven-Zuckerman, p. 282f., loc.cit.), and for the remaining d one has only 
to substitute m = 5,11,17,41 in d = 1- 4m. 

Gauss already conjectured that for only finitely many negative values d does Od 
process the property of unique factorisation. Heilbronn succeeded in giving the first 
proof of this conjecture by applying analytic techniques. Lehmer calculated that 
apart from the values introduced above in discussing the unique prime decompo­
sition of elements from Od only values of d < -6· 109 were in question. After a 
flawed proof of Heegner, H. M. Stark and A. Baker (Michigan Math. J. 14 (1967» 



Addenda 191 

showed that only the values of d written down above possess the property that prime 
decomposition in Od is unique. 

12) The estimate O(..[N / N) of the remainder is in no way sharp. The Dirichlet 
divisor problem poses the question of the infimum of all e, for which 

1 N (Ne) 
N . L r( n) = log N + 2C - 1 + 0 N 

n=1 

remains correct. G. H. Hardy and E. Landau proved that e ~ 1/4 (Proc. London 
Math. Soc. (2), 15 (1916». In the other direction H. Iwaniec and J. Mozzochi were 
able to prove e :::; 7/22 (J. Number Theory 29 (1988) 60-93). For the best result 
until now we refer to W. Miiller, W.G. Nowak (L.N. 1452, Springer-Verlag). 

13) The estimate O(..[N / N) of the remainder is in no way sharp. The Gauss circle 
problem poses the question of the infimum of all e for which 

remains correct. G. H. Hardy and E. Landau proved that e ~ 1/4 (see Landau, 
Vorlesungen iiber Zahlentheorie, 2. Band, p. 183ff., Hirzel, Leipzig, 1927). In the 
other direction H. Iwaniec and J. Mozzochi were able to prove e:::; 7/22 (J. Number 
Theory 29 (1988) 60-93). For the best result until now we refer to W. Miiller, W. G. 
Nowak (L.N. 1452, Springer-Verlag). 

14) The Riemann (-function satisfies the functional equation (see Exercise 15, 
Chap. 5). 

7r- t rG) .«(s)=1r- 1
;, rC;8) ·«(1-8) 

and can therefore be treated as a meromorphic function defined on all of C with a 
single pole at s = 1 (compare R. Taschner, Funktionentheorie, p. 135ff., Manzsche 
Verlags- und U niversitiitsbuchhandlung, Wien, 1982). From the functional equation 
one reads off that the only zeros of «( s) with Re( 8) < 0 lie at 8 = -2, -4, -6, ... (see 
Exercise 16, Chap. 5). By a conjecture of Riemann all the zeros with 0 :::; Re( 8) :::; 1 
lie on the line Re(s) = 1/2. Until now this Riemann conjecture has been neither 
proved nor disproved. The functional equation shows further that the zeros must be 
symmetrically positioned about the line Re(s) = 1/2; because «(s) = «(8), they also 
lie symmetrically about the real axis (see Exercise 16, Chap. 5). 

15) In spite of the fact that the polynomials x 2 + x + 17 and x 2 + x + 41 pos­
sess only prime values for the first 16 or 40 non-negative integral arguments (see 
Addendum 11), there can exist no polynomial p( x) with the property that it only 
represents prime numbers as x runs through all integral values, except for the trivial 
example of a constant polynomial. Indeed if p(n) is a prime number, for each integer 
m p( n) divides the expression p( n + mp( n» - p( n) and hence also p( n + mp( n». 
Accepting the requirement above p(n+mp(n» = p(n) for all m, and this is impossi­
ble for a non-constant polynomial. Given this a result of V. Matijasevic (Sov. Math. 
Doklady 11 (1970» is even more remarkable, by which there exists a polynomial 
in several variables, which on the substitution of natural numbers always delivers 
prime numbers, provided the value is positive, and in this way generates the set 
of all prime numbers. If one admits the degree 15905 for the polynomial, one can 
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limit the number of variables to 10 (Zapiski nautsch., Sem. Leningrad Otd. mat. 
Inst. Steklov 68 (1977». J. P. Jones constructed a polynomial of this kind in the 26 
variables a, b, . .. ,y, z (Notices of the A.M.S. 1975) namely 

(k + 2)(1- (wz + h + j - q)2 - «gk + 2g + k + l)(h + j) + h - Z)2 

- (16(k + 1)3(k + 2)(n + 1)2 + 1 -l)2 

- (2n + p + q + z - e? - (e3(e + 2)(a + I? + 1 _ 0 2)2 

- «a2 _1)y2 + 1 _ X 2)2 _ (16r2y4(a2 -1) + 1- U2)2 

- «(a + U2(U 2 - a2»2 - l)(n + 4dy)2 + 1- (x + CU)2)2 

- «a2 _ 1)£2 + 1- m 2)2 _ (ai + k + 1-£- i)2 - (n + £ + v _ y)2 

- (p + £(a - n - 1) + b(2an + 2a - n2 - 2n - 2) _ m)2 

- (z - pm + p£(a - p) +t(2ap _ p2 _1))2 

- (q - x + y(a - p -1) + s(2ap + 2a - p2 - 2p _ 2))2) . 

16) De la Vallee Poussin proved 

7I"(x) = lix + R(x) 

with 

R(x) = 0 (xe-6~) 

for some positive o. After important preparatory work by Vinogradov, N. M. Korobov 
(Uspechi Mat. Nauk (1958)) showed with the help of estimates oftrigonometric sums 
that 

R(x) = 0 (xe-6(IOg",)3/5{10g10g",)-1/5) . 

Gauss had accepted the validity of the inequality 71"( x) < li x. To date no numeri­
cal counterexample is known; nevertheless J. E. Littlewood disproved the conjecture, 
and also proved 

( 71"( x) - li x) log x 0 
lim",_oo '- < , 

yX log log x 

-1·- (7I"(x) -lix)logx 0 
lm",_oo '-I I >. yX og ogx 

(compare A. E. Ingham, The Distribution of Prime Numbers, Ch. V, Cambridge 
Universit~ Press, 1932). By te Riele the smallest x with 7I"(x) > li x is at most 
6.69· 103 0 in size (Math. Comp., 48 (1987». 

17) From the prime number theorem it follows that, for arbitrarily chosen e > 0, 
there is always some prime number lying in the interval [x,x + eX], so long as x is 
sufficiently large. Otherwise one would have 

o = 71"( X + eX) - 71"( X ) 

( x+ex x ) (1 (1)) = 10g(x+eX) - logx +0 , 

hence 
l+e 

1 = I ( ) . log x . (1 + o( 1)) , 
og x +eX 
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which cannot be true. It is even conjectured that for x 2: 1 there is always some prime 
number lying in the interval [x,x+vfx]. If one fixes x = pn, the nth prime number, it 
follows from this that Pn+1-pn ::; .;p;;, a conjecture already formulated by Legendre. 
Hoheisel showed (Berl. Sitzungsber. 1930) that there exists some e < 1 with the 
property that, for sufficiently large x, there always exists some prime number in the 
interval [x,x + x9 j. By Mozzochi (J. Number Theory 24 (1986)) one has 

O ( 1051/1920) pn+1 - Pn = Pn 

Another old conjecture says that for x 2: 2, y 2: 2, 

i.e. that in the interval [x, x + yj there lie at most as many prime numbers as in 
the interval [1, yj. Although in the special case of large x and y = x this conjecture 
has been proved, there are reasons for supposing that in general it is false (see 
J. llichards, Bull. A.M.S. 80 (1974)). Montgomery and Vaughan (Mathematika 20 
(1973)) have proved 

and 

71'(x + y) ::; 71'(x) + 12y 
ogy 

18) The lliemann conjecture (compare Addendum 14) is closely connected with the 
asymptotic behaviour of 

for large x. It is correct if and only if 

L p(n) = 0 (x1/2+e) 

n~'" 

holds for each positive c. A conjecture of Mertens, by which one already always has 

has been disproved by Odlyzko and Riele (Report of the Department of Numerical 
Mathematics, Center for Math. and Comp. Science (1985)). 

19) If the great Riemann conjecture, by which the non-trivial zeros of L(X, s) for 
primitive X lie only on the line Re(s) = 1/2, were to be proved, one could show the 
existence of a constant C > 0 with the property 

17I'(x;a,m) - 1f'(~)lixl ::; C· JXlogx 

for 1 ::; m ::; x, for all m coprime with a and for all x. Montgomery (Topics in 
Multiplicative Number Theory, Springer LN, vol. 227) showed 

2x 
71'(x;a,m) < ()I :s: 

If'm og; 
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C. L. Siegel showed (Acta Arithmetica 1 (1936)) that for each e > 0 there exists 
some 6(e) > 0 with the property that for all moduli m, all real Dirichlet characters 
modulo m, and likewise for all s ~ 1- 6(e)m-', L(X,s) i- O. From this one deduces 
the prime number theorem of Page, Siegel and Walfisz. It says: for each positive A 
there exist positive constants C and C with the property that for all moduli 

m ~ (logx)A 

and all a coprime with m the inequality 

/
7r(x.a m)-_l-liX/ <C.x.e-cVlogx 

" 'f'(m) -

holds. 
By Rodosskii (Izv. Akad. Nauk. SSSR 12 (1948)) there exist two positive con­

stants c, C so that for all x ~ 3 there exists at most one natural number rn with the 
following property. If the modulus m satisfies 

m ~ xc/log log x 

and is no multiple of rn, then for all a coprime with m one has 

/7r(x;a,m)/ (- )1 -1/ < -I C . 'f'm ogx ogx 

If for coprime a and m p( a, m) denotes the smallest prime number with p == a 
(mod m), it follows from the prime number theorem of Page, Siegel and Walfisz that 

p(a,m) = 0 (erne) 
for each e > O. On the other hand from the great Riemann conjecture it follows that 

for each e > O. In any case Linnik (Mat. Sbornik 15 (1947)) has shown that there 
must exist some positive constant c with 

p(a, m) ~ mC 
• 

20) The elementary proof of the prime number theorem is due to Erdos (Proc. Nat. 
Acad. Sci. USA 35 (1949)) and to Selberg (Ann. Math. (2) 50 (1949)); the original 
proof to Hadamard (Bull. Soc. Math. France 24 (1896)) and to de la Vallee Poussin 
(Ann. Soc. Sci. Bruxelles (2) 20 (1896)). The simplest proof until recently resting 
on the full Tauberian theorem of Wiener and Ikehara can be sketched as follows. 

By the Riemann-Lebesgue lemma, for each complex-valued and integrable func­
tion f( x) defined on the interval [a, b) the equation 

holds. For this the proof goes as follows: first suppose that f(x) = CJ(x) is the 
characteristic function of an interval J with end points a' and b'. Then 
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With this it is clear that the conclusion of the Lebesgue-Riemann lemma is true for 
step functions. For an arbitrarily chosen integrable function f and for an arbitrarily 
small positive c, one can then find a step function 9 with 

Since for some sufficiently large >'0 for all >. with 1>'1 2: >'0 the inequality 

holds, from 

lIb f(x)ei~ZdXI 
~ IIbU(X) - g(x))ei~"'dxl + lIb g(x)ei~"'dXI 
~ I blf(X)-g(x)ldx+c<2c 

the Riemann-Lebesgue lemma follows in full generality. 
A second preparatory step concerns the evaluation of the integral 

which is achieved by direct calculation. Thus 

1 112 = -; sin2u - 2 0 tcostudt 

1 ~n2u 
=-(1-cos2u)=-- . 

2u2 u 2 

For u = 0 the conclusion remains true, if one extends continuously. 
The statement of the Wiener-Ikehara Tauberian theorem reads: if cp( u) denotes a 

real-valued, non-negative and monotone decreasing /unction, defined for non-negative 
u, for which in the region Re( s) > 1 the integral 
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exists, and if 

J(s)- S~1 =F(s) 

can be considered as a function continuous in the region Re( s) 2: 1, then 

lim <p( 1,£)e-" = 1 . 
"-00 

In contrast to Newman's method of proof only the continuity and not the holo­
morphic property of the function F(s) is required, and no growth condition of the 
form 

is supposed . As a result the proof of the stated Tauberian theorem is much more 
subtle. It rests on a sequence of assertions: 

(i) For each positive e we have 

This follows from 

.!. + F(1 +e) = 100 <p(1,£)e-Ue-<"d1,£ 
e 0 

2: 100 <p(1,£)e-Ue-<Ud1,£ 2: <p(X) .100 e-u (l+E)d1,£ 

= _1_ . <p(x)e-«(1+<) 
1+e 

(ii) If p denotes the integral 

100 sin2 1,£ d p= -- 1,£, 1,£2 
-00 

then for each positive A we have 

I· 100 sin2 A(x - 1,£)d Im 1,£=p «_00 0 A(x - 1,£)2 

Indeed if one substitutes A(x - 1,£) = v, one obtains 

100 • 2 '( ) 1 1-00 . 2 sm " x - 1,£ d1,£ = =- . ~ . A 2 dv , 
A(x - 1,£)2 A AV2 o ~ 

from which the assertion follows. 

(iii) For each positive A we have 

I· I· 100 ( () -u 1) -<u sin2 A(x-1,£)d 0 Im Im <p 1,£ e - e • 1,£ = «_00<_0+0 0 (X-1,£)2 

This can be justified as follows: In the region Re(s) > 1 we have 
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If in (i) one replaces c by c/2, then from It I :5 2 and u 2: 0 we deduce that 

From this we have 

(1- ~Itl) eil ).'" (~(u)e-U _ 1) e-~ue-iIU). 

= 0 (e~U/2e-~U) = 0 (e-~U/2) , 

Choosing (c, t) to lie in 0 :5 c :5 1, -2 :5 t :5 2 one can bound 

Since F(l + itA) is continuous for -2 :5 t :5 2 we have 

I, 100 ( ( ) -u 1) -~u sin2 A(X - u) d lm ~ u e - e ' u 
~_o+o 0 (x - up 

= ~ 'A2 ,122 (1- I~I) eit ).'" F(l + itA)dt , 

With the variable t lying in the interval -2:5 t :5 2 the function 

is continuous and hence integrable, and (iii) follows from the Riemann-Lebesgue 
lemma, 

(iv) If p is defined as in (ii), then for each positive A we have 

I' 100 ( ) -u sin2 A(X - u) d \ 
lm ~ u e '( )2 U = Ap , 

::r: ....... oo 0 X - 1t 

Indeed 
0< e- .... , sin2 A(X - u) < sin2 A(X - u) 

- (x-uP - (x-uP 

and choosing the variable u to be non-negative 

is integrable, Therefore 

sin2 A(X - u) 
(x - u)2 
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I· 100 -EU sin2 A(X - u) d lm e . U <_0 0 (x - U)2 

-100 sin2 A(X - u) d - u , 
o (x - U)2 

so that from (ii) 

I· I· 100 -EU sin2 A(X - u) d ' lm lm e· u = AP "-00<-0+0 0 (x - up 

follows. If this is added to the result obtained in (iii), one obtains the formula 

I· I· 100 ( ) -u -<u sin2 A( x - u) d ' lm lm cp u e e . ( )2 U = Ap . 
3:'_00 £-0+0 0 x - u 

The association of c to the integrand is monotone decreasing, so, because of the 
positivity of the integrand, allowing c to go to the limit and interchanging this 
operation with integration, justifies (iv). 

(v) The inequality lim,,_oocp( x)e -" ~ 1 holds. 
From now on let A 2: 1 and c always be positive. There exists some number xo(c, A), 
so that for x' 2: Xo (c, A), because of (iv), we have 

I 1 -,,'-1/fi sm A x - u d ( ) 1"'+1/fi . 2 '( I ) 
cpx--e· u 

.;>. x'-1/fi (x' - U)2 

l x' +1/fi . 2 '( I ) 

< ( ) -u sin A x - u d 
_ cpue· I 2 u 

x'-1/fi (x - u) 

fOO -u sin2 A(X' - u) 
~ lo cp(u)e . (Xl_UP dU<AP+c 

The first integral satisfies 

l "'+l/fi . 2 '( ') 1fi . 2 
sm A x - u du = >. . ~ dv 

( I )2 2 
x' -1/fi x - u -fi v 

and is independent of x'. For x 2: xo(c, A) and x' = x + 1/';>', from 

one deduces 

( fi )_1 
- 2/fi ( c) 1-: si~22 v d" , lim,,_oocp(x)e-" ~ e p+ A . VA v v 

so that (v) follows by taking the limit as c -+ 0 and A -+ 00. 
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(vi) The inequality lim",_oo <p( x)e -'" ;::: 1 holds. 
For x' ;::: 1 ;::: 1/.,f). the formulae 

SIn X - u du = ~ dll l
""-l/VX . 2 A( ') j-VX' 2 

o A(XI-U)2 _>.",' 112 

and 100 sin2 A(X' - u) du = 100 sin2 11 dll 
""+l/VX A( x, - U)2 VX 112 

are valid. Because of (v) there exists a constant /( with <p(x)e-'" ::; /(; because of 
(iv) there exists some Xl (e:, A) so that for x' ;::: Xl (e:, A) - 1 we deduce that 

Ap-e: 

(l""+l/''/>' l""-l/vx 100 ) -u sin2 A(X' - u) 
< + + <p( u)e· I 2 du 

""-l/VX 0 ""H/VX (X - u) 

( 1 ) jVX . 2 100 . 2 < I -",'+l/VX \ stn lid 2T.(\ sm 11 d _ <p X + " e . " . --2- 11 + L'''' --2- 11 
V A -VX 11 VX 11 

Starting from x;::: Xl(e:,A) and x' = X -1/.,f).;::: Xl(e:,A) -1 it follows that 

j VX . 2 100 . 2 _'" 2 VX sm 11 sin 11 
AP - e: < <p(x)e e / . A' --2- dll + 210· --2- dll 

_ VX 11 VX 11 

This implies that 

jVX . 2 

AP - e: ::; lim",_oo<p(x)e-'" e2/../>. . A' sm 211 dll 
-VX 11 

+ 210.100 
sin2 11 dll . 

VX 112 

Passage to the limit as e: --+ 0 leads to the estimate 

Passage to the limit as A --+ 00 finally gives (vi) and hence the conclusion of the 
Tauberian theorem of Wiener and Ikehara. 

21) As Landau showed the convergence 

L Jl(n) = o(x) 
n::;", 

is in elementary terms equivalent to the statement of the prime number theorem, i.e. 
from the convergence the prime number theorem can be deduced by elementary con­
siderations (without the application of complex variable or Tauberian arguments), 
and conversely. Related to this are the convergence statements 
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f: Jl~n) = 0, ~ (-1)"Jl(2n+ 1) = i . 
L...J 2n + 1 11" ,,=1 ,,=0 

The second was shown first of all by Mobius, who had however to assume the exist­
ence of the sum , i.e. the convergence of the series. This can be justified as follows: 

If f( n) denotes a bounded number theoretic function with 

L fen) = o(x) , 

"~'" 

then 

L f~n) =;. L L f(n)+0(1) 

"~'" "~'" kl" 

holds. 

For some arbitrarily chosen e > 0 let Xo (e) be chosen so large that for x ~ Xo (e) 
one can deduce that 

Lf(n) ~eX. 
"~,,, 

If one writes 0 ="fi, x ~ Xo(e)/O, for ox < k ~ x it follows that 

L f(j) ~ L f(j) + L f(j) 

~ ek + eOX ~ 2ex 

and 

1{~}-{k:1}1 
= L 

Abel transformation therefore gives 

L f(k) {~} 
6",<k~", 

= L ( { ~} - {k: 1})· L f(j) + L:l}· L f(j) 
6",<k~"'-1 6",<j~k 6",<j~", 

~ 2ex . L I { ~ } - { k : J I + 2ex 
6",<k~"'-1 

~ 2ex G + 1) < 6· f . x = 6"fi· x . 
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If one uses the boundedness of f - let M denote a bound for If( n)1 - from 

:s: M· ox + 6.fi· x = (M + 6).fi. x 

one deduces the asymptotic representation 

L f(k) {~} = o(x) 
k$'" 

This shows, as claimed, that 

=';·Lf(k). L 1+0(1) 
k$'" n:kn$'" 

= .;. L L f(k) + 0(1) . 
n$'" kin 

For f(n) = Jl(n)x(n), with a real Dirichlet character X modulo m the right-hand 
side of this relation can be calculated. One has 

E.~';· L L Jl(k)X(k) = L(:, 1) 
n$'" kin 

Indeed, since for each prime power 

L Jl(k)X(k) = 1 - X(P) 
kip' 

holds, we have 

kin pin 

If X is not the principal character, then because of 

((8) 00 1 
-- = " - . " Jl(k)X(k) L(X, 8) L...J n S L...J 

n=1 kin 

one can apply the Wiener-Ikehara Tauberian theorem (see Addendum 20) to the 
function 

L(X,1)((8) __ 1_ 
L(X,8) 8-1 

noting the positivity of 

L(x, 8) = IT 1.M2.2 
p 1- p' 

and therefore also of L(X,l). This leads to the stated limit relation. If X = XO 
denotes the principal character modulo m, and if PI, ... ,PK are the prime factors of 
the modulus m, then clearly one has 
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L L JL(k)X(k) = 1 

Given the condition under the sum sign the multiplicities /lk are bounded by 

< [lOg x] 
/lk I 2 - og 

so that again 

L L JL(k)X(k) ~ C::;) K = o(x) 
n~'" kin 

is valid. 
In this way for real characters X one reaches the conclusion 

~ JL(n)x(n) __ 1_ 
~ n - L(X,l) . 
n=l 

If one substitutes m = 1 (resp. m = 4 and for X the Dirichlet character modulo 4 
distinct from the principal character) one deduces the relations 

f: JL~n) = 0, ~ (-1)nJL(2n+ 1) = i . 
~ 2n+ 1 7r 

n=l n=O 

There is a further application in this direction for the so-called Ramanujan sums 

cn(k) = 
j( n ):g.c.d.(j,n )=1 

which agree with the Gauss sums calculated with the principal character modulo n. 
An application of Vinogradov's lemma gives the representation 

hln j:hljln hln l~n/h 

n/h 

= L JL(h). L (e21rik /(n/h»)l 

hln l=l 

The inner geometric sum is only non-zero in the case of divisibility of k by njh, and 
here takes the value njh, so that by putting r = njh 

cn(k) = L r'JL(~) 
rlg·c.d.(n,k) 

remains. For Re( s) > 1 this gives the representation linked with a Dirichlet character 
modulo m, i.e. 
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~ cn(k)x(n) ~" (n) ( ) _. L.J n. = L.J L.J rJ.t -; X n n 
n=1 n=1 rln,rlk 

= L r· f: J.t(n)x(nr)(nr)-· = L x(r)r1- • . f: J.t(n~:(n) 
rlk n=1 rlk n=1 

1 "( ) 1-. = r;--( 8)' L.J x r r . 
X, rlk 

This also holds for 8 = 1, if in the transformation 

L cn(k)x(n)n-1 = L L rJ.t (;) x(n)n-1 

n~'" n~'" rln,rlk 

= L L rJ.t(h)x(hr)(hr)-1 = L x(r). L J.t(h~X(h) 
rlk h~"'/r rlk h~"'/r 

one passes to the limit as x -+ 00. 

If one puts m = 4 and takes X the Dirichlet character distinct from the principal 
character, one obtains 

i . " X(l) = ~ (-1)"C2n+l(k) 
11" L.J L.J 2n + 1 

ilk n=O 

The sum on the left-hand side 

4· L X(l) 
ilk 

here agrees with r( k) the of representations of k as a sum of two squares. 
If one puts m = 1, then for 8 = 2 one obtains the formula 

and in general for Re( 8) > 1 

~ cn(k) = _1 ." £1-8 
L.J n' (8) L.J 
n=1 ilk 

As has just been shown this relation also holds for 8 = 1, and because of 

_ ~ cn(k)logn 
L.J n' 
n=1 

and the limit relations 

lim _1_ =0, __ 1+0 (8) 
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differentiation leads to 

f c"(k~Ogn = - I> . 
.. =1 qk 

If one puts all these calculations together, one recognises that the elementary number 
theoretic functions p,( n), <pe n), T( n), 0'( n), r( n) can be represented by Ramanujan 
sums, using the formulae 

p,(n) = c .. (l) , 
<pen) = c .. (n) , 

( ) __ Loo cm(n)logm 
T n - , 

m 
m=1 

O'(n) = 7r:n . f c:;:) , 
m=1 

Essentially these relations date back to Ramanujan himself (Trans. Cambridge Phi!. 
Soc. 22 (1918». 

22) R. Gupta and M. Ram Murty have shown (Invent. math. 78 (1984» that there 
exists some integer serving as a primitive root for infinitely many prime numbers. 
In this connection Artin conjectured, that each integer other than -1 or a perfect 
square is a primitive root for infinitely many prime numbers. Following a written 
communication from P. Turan to E. Hlawka, there are infinitely many prime numbers 
p, such that the smallest primitive root g(p) ~ 1 modulo p certainly satisfies g(p) ~ 
clog p for some constant c. 
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Solutions for the Exercises 

Chapter 1 

1. Put q = 7 ,p = 22. Then 1711" - 221 = 0.008 ... < 0.02. 

2. Put a = -k. From I~ - pi < -k it follows that q = pN ~ N. 

3. (i) Let a = ! ,b E IN. Then for all n E IN and 'Y E IR (nb)1'{nba) = 0, hence 
lim q"Y{aq} = O. 

q ..... oo 

(ii) By Lemma 1 for n E IN there exists (p",q,,) E 7L. X IN with laq" - p,,1 < 
q;1 and lim q" = 00. It follows that {aqn} < q;l. Therefore for each 

" ..... 00 

e > 0 q~ -e {aq .. } < q;e ,hence lim q~ -£ {aqn} = O. Therefore for each 
n ..... oo 

e > 0 , TJ( a) ~ 1 - e . 

00 

4. For n ~ 0 we have 0 ::; Gna - P" = Gn L: 91~\k = 9,,1+1 (Zn+l + 
k=,,+1 

00 00 

L: Zt ) , so that 0 < (G"a - Pn )gn+l = Zn+l + L: Zt • Fur-
k=n+2 9,,+2···9k - k=n+2 9,,+2···9k 

00 00 00 

ther L: 9,,+Zt.9k::; L: £_1"_1 = L: g;;2 = (g,,+2 - 1)-1 < 1, therefore 
k=,,+2 k=n+2 9,,+2 k=1 

Zn+l = [G,,+l a - P"g,,+d. 

" " 5. For n ~ 0 let G" = gl .. · g" ,P" = Gn L: ~ ,P~ G" L: -'£.L- . 
k=1 91"'9k k=1 91···9k 

By (4) Zn+l = [G"+la - Pngn+d ,W,,+1 = [Gn+1a - P~gn+l]' Therefore 
ZI = [G1a] = Wl . If for 1 ::; i ::; n we have already proved that Zi = Wi , then it 
follows that P" = P~ , hence Zn+l = Wn+l . 

6. By contradiction. Thus there exists an infinite set N ~ IN and some K > 0, 
so that for all n EN, q" ::; [( . Then IPn I ::; ip( qn) + lalq" ::; 1 + Klal , so that 
{(Pn,q,,) : n EN} would have to be finite. 

00 

7. The map (Z")"~1 1-+ L: z,,2-" is a bijection between Z and (0,1], so that Z 
n=1 

has the same cardinality as IR. Because q2 > 2, (5) implies that 'IjJ : Z -+ IR 
is injective. By the example in Chapter 1 we have 0 < 1'IjJ«z,,),,~d - f!1 ::; 
GN(q~+1-1) < 'l'bG;) , so that 'IjJ : Z -+ A(ip). Hence A(ip) has the same card i­
nality as Z and hence also as IR. 
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8. For q E IN let 1jJ(q) = min ~. By (7) A(1jJ) 'I 0. Let 0 E A(1jJ). We 
l~h~q 

show that 0 + ~ ~ A(It'). Let i E ~ ,b E IN. By (6) there exist infinitely 
many (Pk,qk) E 71. X IN with loqk - Pkl < 1jJ(qk) and qk ~ b. It follows that 
10 + Ab - ~b "I = 10 - III < ..L1jJ(qk) < -hl It'(bqk) , so that 0 + ~ C A(It'). qk q~ - h qk -

9. Let N E IN ,0 E A(It')n[-g,g]. By (6) there exists some q ~ Nand pE 71. with 
lo-~I < ¥, i.e. with 0 E (~-¥, ~+¥). We have Ipl < 10Iq+lt'(q) ~ 1+ 

00 00 

gq,fromwhichitfollowsthatA(It')n[-g,g]~ n U u (~-¥,~+~). 
N=l q=N IplSgq 

If >. denotes the Lebesgue measure of a set of real numbers, then for each N E IN 
00 00 

it follows that >'(A(It') n [-g,g]) ~ L: L: 2¥ = L: 2(1 + 2gq)~It'(q) ~ 
q=N Ipl~gq q=N 

00 

8g L: It'(q). Hence >'(A(It') n [-g,g]) = O. 
q=N 

10. (i) 

(ii) 

:::} (ii) Let k E IN. For all t ~ k there exists (Pt, qt) E 71. X IN with 
10 -!;I < q;-t-l ~ q;-"-l and qt > 1. Hence loqt - ptl < It',,(qt}. 
Because qt > 1 we have lim a = 0 f/. ~, so that {(Pt, qt) : t ~ k} is 

f-OO qt 

infinite. Therefore 0 E A( It',,) . 

:::} (iii) Let k E IN. Then by (6) there exists (Pk, q,,) E 71. X IN with q" > k 
and 10 - ~I < q;"-2, so that (oq,,) ~ loq" - p,,1 ~ q;"-l . It follows that 

lim qZ(oq,,} = 0 and hence, for 'Y > 0, that lim qZ(oqk} = O. Therefore 
ko_oo i-oo 
for each 'Y ~ 0 , 17( 0) ~ 'Y • 

(iii) :::} (i) Let k E IN. Because lim qk-l (qo) = 0 there exists some q > 1 
q .... oo 

with (qo) < ql-" . There exists some P E 71. with (oq) = Iqo - pi, from 
which 0 E £, follows. 

11. Let q(X) E 7l.[X], q(o) = 0, q(X) 'I 0, so that n = degq(X) ~ deg m(X) , 
and it suffices to prove the assertion for m(X). Let ~ E ~. If 10 - : I > 1, 

then 10 - : I > cq-n and we are finished. Otherwise m(:) 'I 0, because m(X) 
is irreducible, and qn m(:) E 71., so that q-n ~ Im(:)1 = Im( 0) - m(:)1 = 
10-:lIm'(xo)1 for some Xo between 0 and:. It follows that Ixo-ol ~ 10-:1 ~ 
1, hence q-n ~ 10 - :Icl ~ 10 - ~Ic-l . 

12. (i) 

(ii) 

By contradiction. Let 0 E £, be algebraic, f( x) E 7l.[X] with f( 0) = O. Let 
n = deg f(X). For k E IN there exists ~ E ~ ,q" > 1, with lo-~I < q;" . 
By (11) there exists some c > 0, so that cq;" ~ 10 - ~I ~ q;" , which 

gives c ~ q~-" . Allowing k -+ 00 we obtain a contradiction. 

and (iii): Let It' : IN -+ (0,1] ,<p(q) = e-q and for k E IN write It',,(q) = q-" . 
We show that A(It') ~ A(lt'k). Suppose namely that 0 E A(It'). Then there 
exist infinitely many (Pt, qt) E 71. X IN with loqt -PII < e-q , • For sufficiently 
large t we have e-q, < q;-k, so that 0 E A(It',,), It follows from (10) 
that A(It') ~ £,. Because of (7) and (8) A(It') is dense and has the same 
cardinality as m, hence also £, • 



210 Solutions for the Exercises 

00 

(iv) By (10) £. ~ A(ip2). Since E ip2(q) < 00, by (9) A(ip2) is a set of measure 
q=l 

zero, hence also £.. 

13. Let (3 = !!.b E Q, b E IN. Let (Pk, qk) E 7l. X IN be such that qk > 1 , la - hi < 
H 

q;k , that is, a E£.. 

(i) We show that a(3 E£.. Because a =1= 0 we have lal + b - 2:::; lal b - 1 , hence 
lal bk- 1 :::; (Ialb)k :::; (2Ial-12b-1)k :::; (2Ialb-1)k :::; (qli~~~l)k. Therefore 

I (3 aPlalbk I ~ -Ialbk < ~ -k (I Ibk- 1 )-1 (b )-k d h a - bqrarbk < b qlalbk _ b qlalbk a = qlalbk , an ence 
a(3 E£.. 

(ii) We have b < 2b- 1 < qb-1 so that la + (3 _ brutaqUI = la _ ./!.lI.Ir..1 < q-bk = - - bk , bqbk qbk bk 
(q~;b)kqbkk :::; (bqbk)-k , so that a + (3 E£.. 

14. Let a E IR. We must show that there exist (3" E £. with a = (3 + ,. We 
distinguish between 4 cases. 

(i) a E Q. Choose (3 E £. arbitrarily, then, = a - (3 E £. (by (13)). 

(ii) a E£.. Choose (3 = , = t E £. (by (13)). 

(iii) a E (0,1), a rt. Q U £.. We apply the hint: we have Pk E 7l. and 
00 00 00 

1(3 - ~I = E biTi = E bi2-i:::; E Ti = 21 -(2k t 1 )! = 
i=(2k)! i=(2kt1)! i=(2kt1)! 

2· (2-(2k)!)2k t 1 = 2· (2qk)-2k-1 < q;k , so that (3 E Q U £.. Analogously 
, E Q U £. . If (3 were in Q , then because a = (3 +, , a would have to belong 
to Q U £.. Therefore (3 E £. and analogously, E£.. 

(iv) If a E IR, let 9 E 7l. be such that a - 9 E [0,1). Let (3" E £. be such that 
a - 9 = (3 + ,. Then by (13) (3 + 9 E £. and a = «(3 + g) + ,. 

15. The first assertion follows from the fact that for n 2: 1 7l. ~ Fn . Let r, ~ be 

distinct elements of Fn , then it follows that I r - ~ I = ladb~bel 2: -h 2: ;2' 
implying the second assertion. 

16. W.l.o.g. let r < ~ . Because cb - ad = 1 Cramer's rule gives x = -/; ~ / = 

cl - ed, y = -/ ~ ; / = eb - al . From this follows: r < ]- < ~ {:} eb - al > 0 

and cl - ed > 0 {:} x > 0 and y> o. 

17. (i) By contradiction. Let r < .,. < ~ and.,. E Fn . Because Icb-adl = 1 by (16) 
there exist x,y E IN with ax+cy = e ,bx+dy = I. Hence 12: b·1+d·1 > n, 
a contradiction. 

(ii) With x = 1 = y it follows from (16) that t < m < ~, if w.l.o.g. 
we assume that t < ~. From (a + c)b - a(b + d) = 1 it follows that 
g.c.d.( a + c, b + d) = 1 , so that t and ~ are not neighbours in Fdtb ~ Fn . 

18. (i) :::} (ii) We have d < Ytt1 = Yt + d, hence Yt E IN, and also;; - ~ = 
sgn(ad-be) so that ill > .£ {:} ad - be > 0 {:} !!. > .£ • 

dYt' Yt d b d 
By (17) ill and -de are neighbours in Fd , and indeed ill is the upper neigh-

ft ~ 

bour of ~ , if this is so for t . Since this is uniquely determined, and t , ~ are 
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neighbours in Fd , it follows that ;; = ~ , hence Xt = a, Yt = b. Therefore 
ad - bc = sgn(ad - bc). 

(ii) :::} (i) follows from (17). 

19. Let ~ < m < ~ . W.i.o.g. let ~ :::; a < m < ~. We argue by contradiction: 

we have a - ~ 2:: 7sb2 ,m -a 2:: V'5(b1+d)2 ,~- a 2:: 7sd 2 • By (18) cb- ad = 1, 

so that by addition we obtain b(b~d) = m - ~ 2:: +s( tr + (b~d)2) and b. = 

~ - r 2:: +s( b12 + -b). If we put x = ~ , then it follows that V5 2:: x + ~ and 

V5 2:: x + 1 + X~1 . Therefore x 2 - V5x + 1:::; 0, i.e. (x - ¥? :::; i, so that 

x E [1\-1 ,~] and x + 1 E [1\-1 ,~]. This ·gives x = 1\-1 fI. Q, a 
contradiction. 

20. For n E IN let r:- and -J:- be neighbours in Fn with i: :::; a < -J:-, and let 
£n. E {!!lL !!.n.±£z.. £n.} be such that la - £n.1 < ....,},. We need to show that 
qn bn ' bn+dn ' d n qn V5q~ 

00 

e := inf la - £n.1 = O. Let e > O. Since U Fk = Q is dense in IR, there exist 
n q" k=1 

k,l E lNwith (a-e,a)nFk i= 0,(a,a+e)nFl i= 0. Let m = max(k,l). Then 
(a -e, a)nFm i= 0, (a, a+e)nFm i= 0, so that a -e < T.::- < a < t:- < a+e, 
and therefore la - 1!.m.1 < e , contradicting the definition of e . 

qm 

Chapter 2 

1. Let a = (a1, ... , an) E IR n be linearly independent over 71.., ~ = 7l.n and 
f) = 7l.a. Let f3 E IRn and e > O. By Theorem 2 there exists some p E ~ and 
q E 71.., so that for 1 :::; i :::; n laiq - f3i - p;! < "* . Therefore laq - p - f31 < e . 
If we put ~ := aq - p E ~ + f), then I~ - f31 < e. Hence ~ + f) is dense in IRn • 

2. By Theorem 1 there exist infinitely many (p,q) E 7l.xlN with laq-p-f3-e/21 < 
e /2, i.e. -e /2 < aq - p - f3 - e /2 < e /2 . Therefore 0 < aq - p - f3 < e . 

3. In the following log denotes the logarithm to base 10. Then log 2 fI. Q, because 
2 = 10p/ q , hence 2q = lOP is not possible. Let f3 := Z1 +z2 1O-1 + .. . +ZN 10- N+1 . 
Then f3 2:: 1 and e := 10g(1 + 1O-N+1f3-1) > o. By (2) there exists (I<,n) E 
71.. X IN with nlog2 -logf3 - e > Nand 0 :::; nlog2 - I< -logf3 < e. Because 
I< > N ,10K f3 E 71.., and it follows that 10K f3 :::; 2n < f310K + 10K- N+1, i.e. 
zdOK + ... + zN10K- N+1 + 0 . 10K- N + ... + 0 . 1 < 2n < zdOK + ... + 
zN10K-N+1+9·10K-N+ ... +9·1. -

4. Let b' be an integer with W - f3ql :::; 1/2. Because g.c.d. (p, q) = 1, there exist 
Xo, Yo E 71.. with b' = pXo - qyo . Let t be an integer with It + 7 1 :::; 1/2, Xt = 
Xo + qt,Yt = Yo + pt. Then b' = pXt - qYt,lxd :::; q/2 and qlaxt - Yt - f31 = 
ql(a-!)xt-Yt-f3+~I:::; ~+lpxt-qYt-f3ql:::; &s+W-f3ql:::; t(1++S)· 
Here the equality sign cannot hold, if one distinguishes between the cases Xt = 0 
and Xt i= O. 
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5. Let (p", q,,) E 7L X IN be so chosen for n ~ 1, that laq" - p" I < Tsqn and 

b~ E 7L be such that Ib~ - .8q,,1 ~ 1/2. Let (x",y,,) E 7L X 7L be so chosen that 
p"x" - y"q" = b/ , and let x,,(t) = x" + qnt,y,,(t) = y" + p"t. Let t" E 7L 
be so chosen, that 1 ~ x,,(t,,) ~ q",u" = x,,(t,,) ,Vn = y,,(tn). It follows that 
q"lau,,-v,,-.81 = qnl(a-!!")u,,-v,,-.8+u,,!!"1 < ;h:n +lb~-.8q,,1 ~ 7s'+t ,so 

that lau" -v" -.81 < (h?o+5) q~ ~ 210+5· u1n . Now let A = {(U", Vn) : n ~ I} 

be finite. Then there exists some no, so that for infinitely many n, (un,v,,) = 
(u"o, vno ) . Because lim qn = 00 it follows that .8 = au"o - V"O . However then 

" ..... 00 

we have la(q" +uno)-(v"o +p,,)-.81 = laq" -Pnl < Tsqn < 210+5 (q" +Uno )-1 
for sufficiently large n . 

6. Let PI, . •. ,p" be distinct prime numbers and ao, al, . .. , a" integers with ao + 
a110gpl + ... +a" 10gPn = o. Then p~l .. . p:n = e-Ilo , which is transcendental 
for ao :f:. o. Hence ao = 0 and p~l ... p!n = 1. From the uniqueness of the prime 
decomposition it follows that al = ... = an = o. 

7. Let {g:/2, ••. ,g!/2} be linearly dependent over 7L and k chosen as small as 
possible, k ~ 2. Let K = ~(J91, ... , v'gk-t) and choose a1, ... , ak E ~ in 

k-l 

suc.h a way that ...;gk = I: a;..,j9i + ak . Since, for 1 ~ i < k, {V'9i : 1 ~ j ~ 
;=1 

k,j :f:. i} is linearly independent over 71., we must have a; :f:. 0 for 1 ~ i < k. 
Let 0' : K ~ (: be a field homomorphism. Then, for 1 ~ i ~ k , O'(..j9i) 2 = 
O'(gi) = g;, so that there exists E;(O') E {I, -I} with O'(..,j9i) = E;(O')..j9i. In 
particular 0' : K ~ K, so that [( is normal, and hence Galois over Q. Let 
G be the Galois group of K over ~, so that [K : ~l = IGI. For 0' E G we 

k-l k-l 

have I: a;Ek(O')..,j9i + Ek(O')ak = Ek(O')...;gk = O'(...;gk) = I: aiO'(..,j9i) + ak = 
;=1 i=1 

k-1 
I: aiEi( O')..,j9i + ak . Since {g:/2, ... , g!~21} is linearly independent over 7L, it 
;=1 
follows that aiEk(O') = a;E;(O') for 1 ~ i ~ k, so that Ek(O') = E;(O') for 1 ~ i ~ k. 
For 0',1-' E G Ek(O' .I-')...;gk = O'(I-'(...;gk)) = O'(Ek(I-')...;gk) = Ek (I-')Ek (O')...;gk , i.e. 
Ek(O' 0 1-') = Ek(O')· Ek(I-'). Therefore Ek : G ~ {I, -I} is a homomorphism. If 
Ek(O') = 1, then for 1 ~ i ~ k, E;(O') = 1, hence O'(..j9i) = ..(iji, and 0' = IdK. 
Therefore Ek is injective, which implies that IGI ~ 2, i.e. [K : ~l ~ 2. However 
then k ~ 2, and this is impossible. 

8. Let 0 ~ x < y ~ 1 and choose pE IN so that eP(ell - e"') > 1. Then there exists 
some n E IN with eP+'" < n < eP+1I , i.e. p + x < log n < p + y. From this it 
follows that p = [log n 1 , so that x < {log n} < y. 

00 

9. For n ~ 1 put I" = (x" - E2-n - 1, x" + E2-"-I) and M = (0,1) n U I" . Then 
n=1 

N 

M is open and {x" : n ~ I} ~ M . Therefore for all NE IN, -k I: CM(Xn ) = 1. 
,,=1 

00 00 

We have -X(M) ~ I: -X(In) = E I: 2-" = E. If(xn)"~1 is uniformly distributed, 
,,=1 ,,=1 

and E < 1 , then CM is not Riemann integrable, hence M not Jordan measurable. 
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10. Let f: IR ~ IR,f(x) = 0 for x ft ~ j f(!) = ~ for (p,q) E 71. X IN, g.c.d.(p, q) = 
1 

1. Then f is Riemann integrable on [0,1], J f(x)dx = 0 and f has period 1. 

° N N 1 

Therefore lim -il 'E ...!. = lim 11 'E f(.ea.) = J f( x )dx = 0 . 
N_oo ft.=1 9ft N-oo n=1 9n 0 

11. Let f : IR ~ IR,f(t) = C[O,z)({sin21rt}). Then f has period 1 and is Riemann 
integrable on [0,1]. From this it follows that: 

N N 1 

lim 11 'E C[O,z) ( {sin 21rno}) = lim 11 'E f( no) = J f( t)dt = 
N-oo n=1 N-oo n=1 0 

1/2 1 

J C[o,z)(sin 21rt)dt + J C[_I,z_I)(sin 21rt)dt = 
o 1/2 

1/2 0 

J C[O,z) (sin 21rt)dt + J C[_I,Z_I)(sin 21rt)dt = 
o -1/2 

1/4 0 

2 J C[o,,,,)(sin 21rt)dt + 2 J C[_I,_I+",)(sin 21rt)dt = 
o -1/4 

2 (21" arcsin x + 21" arcsin( x-I) - 21" arcsin( -1)) = 

1 + .1 arcsin x - .1 arcsin(l - x) . 
2 7r 'K" ' 

This is not identically equal to x, because then we would have 

1 = ~ (~ + Vi) for x E (0,1). 
V1-z2 2",_",2 

12. If 0 = ! is rational, then {{sin21rno} : n ~ I} = {{sin 21r7} : 1 :$ n:$ q} is 
finite, hence not dense in [0,1]. 
Now let 0 ft ~ and 9 : [0, 1] ~ IR,g(x) = t + ~ arcsinx - ~ arcsin(1- x). For 
0< x < 1,g'(x) = ~(1- X 2 )-1/2 + ~(2x - X 2 )-1/2 > 0, so that 9 is strictly 

N 

increasing. Therefore, if 0 :$ x < y :$ 1, then ~~oo 11 n~ C[""y) ( {sin 21rno}) = 

g(y) - g(x) > 0, so that there must exist some n E IN with {sin 21rno} E [x, yJ. 

y y 

13. We observe that for x,y E IR le i'" - eiYI = I J eitdt I :$ I J dt I = Iy - xl, and 

that for x > 0 10g(1 + x) :$ x. z '" 
Therefore for all h E 71., h i- 0, we have: 

N N-l n 

111 'E e2"ih("'n+1ogn) I :$ -ill 'E (e2"ihlog n - e2"ihlog(n+l») 'E e2 .. ih"'i I 
n=1 n=1 j=1 

N N-l n N 

+ 11 I 'E e2 .. ihzn I :$ -il 'E 21rlhllog(1 + ~) I 'E e2 .. ihzj I + 11 I 'E e2 .. ih"'n I 
n=1 n=1 j=1 n=1 

N-l n N 

:$ 21,hl 'E ~ I 'E e2"ihzj I + 11 I 'E e2"ih"'n I· 
n=1 j=1 n=1 

n N 

Since lim ~I 'Ee2"ihzj 1=0, we also obtain lim 111 'E e2"ih("'n+1ogn) 1=0. 
110_00 ;=1 N_oo ft.=1 
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14. From the Weyl criterion it follows that if (Xn)n~l is uniformly distributed 
mod 1, then so ist (-Xn)n~l. If therefore (logn)n~l were uniformly distributed 
mod 1 , then so would be (-log n)n~l and by (13) (O)n~l . This is absurd. 

N 
15. For each integer h ¥ 0 we have -k I L (e2rih(", .. +lIn) - e2rihn ) I 

,,=1 
N N 

~ -k L le2rihlln -11 ~ 27rlhl-k L IYnl· The Weyl criterion gives the assertion. 
,,=1 n=l 

16. Let a = ~(1 +v'5),a' = ~(1- v'5). Then a 2 = a + 1 and a'2 = a' + 1, so 
that, for n ~ 1, a,,+2 = a,,+l + an and a,n+2 = a,n+1 + a,n . If one writes 
Tn = * (an+1 - a,n+1), then for n ~ 1 it follows that Tn+1 = Tn + Tn- 1 . 

We have To = *(a - a') = 1, and T1 = *(a2 - a,2) = *(a - a') = 1, 
so that for n ~ 0, Fn = *(an+1 - a,n+1). From the Weyl criterion it follows 

that, if (Xn)n~l is uniformly distributed mod 1 and c E JR, then (xn + C)"~l 
is also uniformly distributed mod 1. Since e is transcendental, log a fi ~, and 
therefore (n log a )n~l is uniformly distributed mod 1. Hence the same holds 
for « n + 1) log a -log v'5)n~l . From lim 10g(1 - (:' ),,+1) = 0, it follows that 

N n~~ 

J~oo -k L I log (1- ( :' ) n+1 ) I = o. By (15) we conclude that (log F" )n~l = 
n=l 

( (n + 1) log a + 10g(1 - (:' )n+1 ) -log v'5) n~l is uniformly distributed mod 1 . 

17. Let h E Z,h ¥ 0 and {u,v} = {sin, cos} , where we do not wish to be more 
specific about which of the functions u, v is sin, resp. cos. From the Euler 
sum formula and the second mean-value theOrem of integral calculus it fol­

N 

lows that, for N E IN there exists some {N E [0, N] with I L u(27rh fen»~ I 
N n=l 

= I HU(27rh 1(1» + u(27rh feN))) + J u(27rh f(x»dx 
1 

N 

+ J({x} - ~)27rhf'(x)u'(27rhl(x»dx I 
1 

N N 

~ 1 + hi,.d J J'(",)(27rhf'(x)u(27rh l(x»dx 1+ J 27rlhlf'(x)dx 
1 1 

N 

~ 1+27rlhIU(N)-f(1»+2 .. ihd J f'(",)v(27rhl(x»'dxl = 1+27rlhIU(N)-/(I» 
1 

(N N 

+ 2 .. hd J'~1) J v(27rhf(x»'dx+ l,lN) J v(27rhf(x»'dxl 
1 (N 

~ 1 + 27rlhIU(N» - 1(1» + rlhl}'(l) + "lhIJ'(N) . 

The assertion follows after division by N together with the Weyl criterion. 

18. Induction on k. k = 1 : since f' is decreasing and lim 1'( x) = 0, we have 
"' ..... 00 

f' ~ o. If for some Xo we had f' (xo) = 0, then for x ~ Xo, f' (x) = 0 and 
lim xl' (x) = 0, a contradiction. Therefore f' > 0 and the assertion follows 

"' ..... 00 

from (17). We argue from k -1 to k. Let hE IN, 9 : [1,00) -+ IR,g(x) = 
f(x+h)- I(x). By the mean-value theorem there exists some {'" E (x, x+h) with 
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g<k-1)(X) = hf(k)(ex). Then lim ex = 00, lim t = l,g(k)(x) = f(k)(x+h)-
%_00 x-oo z: 

j<k)(x) ~ 0, so that g<k-1) is descreasing, lim g(k-1)(X) = lim h j<k)(ex) = 0, 
x-oo x_oo 

and lim xg(k-1)(X) = lim xj<k)(ex) = lim :' lim exf(k)(ex) = 00. By the 
%_00 x-oo x_oo ~:t! x-oo 

inductive assumption (g(n»n~l is uniformly distributed mod 1. By Theorem 4 
(l( n »"~1 is uniformly distributed mod 1 . 

19. Since if (Xn)"~l is uniformly distributed mod 1, so is (-X")n~l , it suffices to 
prove the assertion for a > O. Let k = [a] + 1 and f : [1,00) -> IR, f(x) = axU . 
Then f(k)(x) = aa(a -1) ... (a - k + l)xU- k = aa(a -1) ... (a - [a])xU-[Ul-1 . 
From this it follows that j<k) is monotone decreasing and that lim j<k)(x) = o. 

x_oo 

Because a rt IN, lim x f(k)(x) = aa(a - 1) ... (a - [a]) lim xu-[ul = 00, so 
x_oo x_oo 

that the assertion follows from (18). 

20. We observe that for x,y E [0,1) {x - y} = x - y + C[o,y)(x). Let Cl and C2 
absolute constants. Then for N E IN we have 

N N 

I E C[o,x)({logn})-Ngx({logN})I = lEE C[p,p+x)(iogn)-Ngx({logN}) I 
n=l pEZn=l 

N 

=1 E EC[ep,ep+,,)(n)-Ngx({logN})1 
a:::;p:$(og N ,,=1 

= I E ([e P+X]_ [ep]- cz(eP+X) + cz(ep» 
O:::;p:::;logN-x 

N 

+ E EC[ep,ep+,,)(n)-Ngx({logN})1 
log N-x<p:::;logN n=l . 

~ I E (e P+X - ep) + C[a,x) ( {log N} )(N - e[log Nl) - N gx( {log N}) I 
a:::;p:::;[Iog N-x] 

+ c110gN 

= I e[IOg~-=-~l+l 1 (eX -1) + NC[o,x)({log N})(I- e-{logN}) - Ngx({log N}) I 

+ Cl log N 
~ NI el-X . • ;.:/ . e-{Iog N-x} + C[a,x)( {log N} )(1 - e-{Iog N}) - gx( {log N}) I 

+ c210gN 

= Nle1- x . ee"_-/ . C[a,x)( {log N} )e-{Iog NHx-1 

+ el-x. e;.:/ . e -{log NHx C[x,l] ( {log N} ) 

+ C[a,x)( {logN})(I- e-{IogN}) - gx( {logN}) 1+ c210g N 
= NI C[O,x)( {log N} )(1 - e-{Iog N} (1 - ';':11 » 

+ C[x,l]( {log N} )e-{Iog NH1 . e;':ll - gx( {log N}) I + c210g N = c210g N . 

The function gx is increasing in [O,x) and decreasing in [x, 1], therefore 

max gx(t) = ~1 (1 - e-X). We have lim gx(t) = 1 - el:~l-l = gx(x) , so 
tE[a,ll e t_x-a 

that gx is continuous. Furthermore gx(O) = e"-/ = gx(I), hence min gx(t) 
e- tE[a,l] 

= e;':ll. By (8) ({log N} )N~l is dense in [0,1], hence (gx( {log N} »N~l 
dense in [e;_-ll , e~l (1 - e- X)] . This gives the assertion, since the sequences 

N 

(1; E c[a,x( {log n}) ) N>l and (g.,( {log N} »N~l have the same accumulation 
,,=1 -

points. 
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Chapter 3 

1. Because UI: E 6,6 =f:. {O}. Since (6 is discrete, 6 is finite and 01: > o. Because 
UI: E 6,01: ~ 1. Now let 1 E (6. Since (6 has rank k, and {al, ••• , al:-l, UI:} !; (6 
is linearly independent, for each 1 ~ i ~ k there exists Pi E IR, with 1 = 
1:-1· [ ] 1:-1 
~ Piai + PI:UI:. Let "fi = Pi - 0i ~ for 1 ~ i ~ k, and tu = ~ bi]ai E (6 . 
• =1 .=1 

1:-1 
Because al: E 6 !; (6,1- tu - [~]al: = E (Pi - ["fi] - o:;[~J)ai + (Plo -

i=l 
[] 

1:-1 
01: ~ )UI: = i~ hi}ai+od~ }UI: E ([0, l)al + ... +[0, l)al:_l +[0, l]u,,)n(6 = 
6. Since 01: {~} < 01: , the definition of 01: implies that {~ } = 0 , i.e. ~ E 71... 

1:-1 1:-1 
Therefore E "fiai =- E(hi}+b;)ai = 1-~al: E (6n(IRal + ... +IRal:-d = 

i=l i=l ~ 
]lal + ... + ]lal:_l • Since {al, ... , al:-l} is linearly independent, it follows that 
"fi E 71.. for 1 ~ i ~ k. Therefore 1 = tu + ~al: E 71..al + ... + ]la"_l + ]lal: , i.e. 
(6 !; ]lal + ... + ]lal: . The converse is trivial. 

2. Induction on k. The case k = 0 is trivial. We argue from k - 1 to k. Let 
{Ul, ... , UI:} !; (6 be linearly independent, (60 = (6 n (IRUl + ... + IRul:-d . 
Then (60 !; (6 is a discrete subgroup of IRn of rank k - 1, so that, by the 
inductive assumption there exist linearly independent vectors al, ... ,al:-l with 
(6n(IRul + ... +IRUI:_l) = 71..al + ... +]lal:_l . Because ai E IRUl + ... +IRUI:_l, 
for 1 ~ i < k ,IRal + ... + IRa"_l = IRUl + ... + IRUI:_l , so that (6 n (IRal + 
... + IRal:-d = ]lal + ... + ]lal:_l . By (1) there exists some al: E IRn with 
(6 = ]lal + ... + 71..al: . Since (6 has rank k , al , ... ,a" are linearly independent. 

3. We show first that such a sequence (1p)P~1 exists. Suppose namely that 10 is 
an accumulation point of (6. Then 10 E (6 and there exists a sequence (lJp)P~l 
in (6 with IJp =f:. 10 (for p ~ 1), IlJp - 101 ~ 1 and lim IJp = 1p. For p ~ 1 

p-oo 

write 1p = IJp - 10. Then (kp1p)p~1 is a sequence in the unit ball, which must 
have an accumulation point a. Let a = .lim kpi 1p .. Then I(kpi +1)1p.1 > 1 and 

I~OO' • 

a = .lim (kpi + 1)1p' , so that lal ~ 1. Therefore a =f:. o. Finally suppose that 
1-00 · 

t E IR. Because I{tkpi hp. I ~ 11p.1 ,ta = Jim tkPi 1p. = .lim ({tkpi }+[tkpi ])1p' = 
• I 1_00 • 1_00 • 

. lim [tkpi ]1p- E (6, since (6 is closed,and [tkpi ]1p' E (6. Therefore IRa !; (6. 
1-00 I • 

4. Let 'l1 = U IRa. Clearly for oX E IR, oX'l1 !; 'l1. Let 1, IJ E 'l1. We show 
lRace 

1 + IJ E 'l1. There exist a, b E IRn with IRa !; (6, IRb !; (6,1 E IRa, IJ E IRb. 
Then IR(1 + IJ) !; IR1 + IRIJ !; IRa + IRb !; (6, hence 1 + IJ E 'l1. Therefore 'l1 
is a vector space, and clearly the largest with 'l1 !; (6. From IRn = 'l1 + !ID it 
follows that (6 = ('l1 n (6) + (!IDn (6) = 'l1 + (!IDn (6). !IDn (6 is closed. If !IDn (6 
were not discrete, then by (3) there would exist some a E !ID n (6, a =f:. 0, with 
IRa !; !ID n (6 . It follows that a E 'l1 n !ID, a contradiction. 

5. Let 'l1 be the largest subspace in IRn with 'l1 !; (6 and p = dim lR 'l1. Let 
{al, ... , ap} be a basis of 'l1, !ID a subspace of IRn with 'l1 + !ID = IRn , 'l1 n!ID = 
{O}. By (4) !ID n (6 is discrete, so that by (2) there exist linearly independent 
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vectors ap+l, ... , ap+q E IR" with !ID n <!S = 7lap+l + ... + 7lap+q . Because 
!lJ n !ID = {O}, { ai, ... , ap+q } is linearly independent and there exist vectors 
ap+q+l, ... ,a", so that {al, ... ,an} is a basisofIR". By (4) <!S = !lJ+(!IDn<!S) = 
IRal + ... + :JRap + 7lap+l + ... + 7lap+q . Therefore p + q is the rank of <!S. 

6. For ~ E IRn, let If: IRn - IR be given by If(u) = (u,~). Then 11 is a continuous 
group homomorphism, and <!S. = n /.,-1 (7l). Since 7l is a closed subgroup, the 

fEI!! 
same holds for 11-l(7l), and therefore for <!S •. Clearly (<!S)" ~ <!S •. Suppose 
conversely that U E <!S. and ~ E <!S. Let (~n)">l be a sequence in <!S with 
~ = lim ~n. Then for n E IN (u, ~,,) E 7l, hence also (u,~) = lim (u, ~n) E 7l, 

n_oo n_~ 

and u E (<!S)". 

7. We show first that, for p < i ~ p+q,at E <!So and that for p+q < i ~ n IRat ~ 
p p+l 

<!s·.Let~= Etkak+ E nkakE<!s.Ifp<i~p+q,(~,an=niE7l. 
k=l k=p+l 

Ifp+q < i ~ n, and t E IR, then (~,tan = t(~, an = 0 E 7l, so that tat E <!S •. 
" Suppose conversely that u = E aiai' E <!S •. For 1 ~ i ~ p, it then follows 

i=l 
that tai = (u, tai) E 7l for all t E IR, which is only possible for ai = O. If 
p < i ~ p + q then ai = (u, ai) E 7l. Therefore <!S. ~ 7la;+l + ... + 7la;+q + 
IRa;+q+l + ... + :JRa~ . 

8. Suppose first that <!S is closed. Since {ai, ... , an} is the dual basis to { a~ , ... , a~}, 
the assertion follows from (5) and (7). Since along with <!S <!S is also a subgroup 
of :JRn , by (6) <!S = (<!S t· = <!S ••. 

9. Let <!S = L(7ln) + tlm • Then u E <!S. {:} for P E tlm (u, p) E 7l and for q E 7ln 

(u, L( q») E 7l {:} U E tlm and for 1 ~ i ~ n (u, L( £i») E 7l. By (8) (i) holds {:} 
b E <!S = <!S •• , therefore (i) holds {:} for all u E <!S. (u, b) E 7l. 

10. With <!S = L(7ln) + tlm we have (i) {:} <!S = IRm = (<!S·t. Because IRm • 

{O}, <!S. = {O} {:} (i). 

11. We have E vp(6) = E E C6(P + g) = E E C6-g(P) = 
PEWnX 9EI!!PEWnX gEI!!PEWnX 

E 1(6-g)n$n.l:1 = E 16n($+g)n(.l:+g)1 = E 16n.l:n(\lJ+g)1 = 16n.l:l, 
gEl!! gEl!! gEl!! 
because {$ + g : g E <!S} is a partition of IRn • Furthermore J vp(!lJ1 + ~)d~ = 

W 
E J C!JJl(p + g - ~)d~ = E J C!JJl(p - ~)d~ = J C!JJl(p - ~)d~ = J c!JJl(~)d~ = 
gEI!!W gEl!! W-g Rn Rm 

.\(!lJ1) , and therefore J 1(!lJ1 + ~) n .l:ld~ = 1$ n .l:1.\(!lJ1) < 00. If for all ~ we 
W 

had 1(!lJ1 + ~) n.l:1 < 1$ n .l:1.\(!lJ1)/.\($), then integration would lead to a 
contradiction. 

12. If v := .\(!lJ1)I.l: n $lld(<!S) ft 7l, there is nothing to prove. Let .\k = 1 + t for 
k ~ 1. By (11) there exists some h E $ with 1(.\k!lJ1 + ~k) n.l:1 ~ 
.\J:,\(!lJ1)I.l: n $lld(<!S) > v. Let (h)j~l be a convergent subsequence, ~o = 
Hm ~k. , and ~j ~ (.\ kj !lJ1 + h. ) n .l: be so chosen, that I~j I = v + 1 . Then 

10:_00 J J 
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= = U 2lj ~ X is bounded, because >'kj :5 2 and (hj )j2!l is bounded. Hence U 2lj 
j=l j=l 

is finite. Therefore there exists a sequence (j, )'2!1 of natural numbers with 2l;, = 
2lh and ,lim j, = 00. We have 2lh ~ (>'10;, 9Jt + Xkj,) n X for all 1 ;:: 1. Now 

-= 
2lil ~ (9Jt + J:o) n X, for if J: E 2lh , for 1 ;:: 1 there exists some m, E 9Jt with 
J: = >'kJ• rn, + h. . Since 9Jt is compact, (m')'>l has a convergent subsequence 

1 JI -

(m" )t2!l and mo = lim m" E 9Jt. It follows that J: = mo + J:o E 9Jt + J:o . t-= 
Therefore 1(9Jt + J:o) n XI ;:: 11 + 1. If J:o r;. 11J, choose J: E I1J in such a way that 
J:- J:o E ~ . It then follows that 11+ 1 :5 1(9Jt+ J:)n (X+ (J: - J:o»1 = 1(9Jt+ J:) n XI. 

13. Let 2l = {J: E 7l.n : 0 :5 Xj < N m / n for 1 :5 j :5 n} . If N m / n Ell., then 1211 = 
N m . If N m/n r;. 7l., then 1211 = (1 + [Nm/nnn > N m . For IJ E JRmlet{lJ} := 
({1J1},···, {lJm})· If there exists J:1 -::j:. J:2 E 2l with {L(J:1)} = {L(J:2)} , let J: = 
J:1 - J:2' IJ = L(J:1 - J:2). Then 0 < IIJ:II < N m/n and L(J:) = IJ E 7l.m • Otherwise 
we put X = 7l.m + L(2l) = U (71.m + L( a». Since 2l is finite, X is discrete. 

aE'J. 

Let ~ = 7l.m, then X + 9 = X for 9 E ~, and d(~) = 1. Let 9Jt = [0, 1J]m . 
9Jt is compact and for a E 2l,{L(a)} E I1J n X, so that II1J n XI;:: 1211 ;:: N m . 
By (12) there exists some J: E I1J with 1(9Jt + J:) n XI > N- m ll1J n XI ;:: 1. Let 
J:1 -::j:. J:2 E (9Jt+J:)nX. Let a1,a2 E 2l be such that, for i = 1,2,J:i-L(ai) E 7l.ffl, 
and m1, m2 E 9Jt be such that J:i = mi+J:. Then 1IJ:1-J:2 11 = II m1-m211 :51J < 1, 
from which a1 -::j:. a2 follows. If we put q = a1 - a2 , then 0 < 11 qll < N m / n • And 
if p = J:1 - L(ad - (J:2 - L(a2» E 7l.m, then IIL(q) - pll :51J. 

14. First suppose that Ll(J\) = 00. If ~ is a lattice then (for t > 0) so is +~. If 
for each lattice ~, ~ n J\ -::j:. {O}, then also (+~) n J\ -::j:. {O}, and ~ n tj{ = 
t(+~ n J\) -::j:. {O}. If Ll(J\) < 00, then Ll(tJ\) = inf{d(~) : ~ n (tJ\) = {On = 
inf{d(t~) : t~ n tJ\ = {O}} = inf{tnd(~) : ~ n J\ = {O}} = t n Ll(J\). 

15. Let e > 0 and a = e + >.(J\). By Lemma 3 there exists a lattice ~o with 

a(~o) = 1, so that E cJI(a1/ n g) < -; + J CJI(o?/nJ:)dJ: = -; + MP = 1. 
OEl!lo,O#O ]Rn 

Let~=a1/n~o.Thend(~)=aand E cJI(g)<l,i.e. E CJI(g)=O. 
OEI!I,o#O oEI!I,o#O 

This implies J\ n ~ = {O} . It follows that, for each e > 0, Ll( J\) :5 a = e + >.( J\) . 

16. Clearly In ~ In- 1 ~ ... ~ 11. We show first that In -::j:. 0 (and hence Ij -::j:. 0). 
Let {e1, ... , en} be the standard basis of JRn . Since 0 E J\o , there exists some 
>. > 0 with >.ei E J\o for 1 :5 i :5 n. It follows that, for 1 :5 i :5 n, ei E 
tJ\o n 7l.n ~ tJ\ n 7l.n , so that t E In. If /-L ;:: >. and>' E Ij, then /-LJ\ ;2 >'J\, 
hence J.L E Ij . Therefore Ij is an interval which is unbounded from above. Now 
let (/-Lt}t2!l be a decreasing sequence with /-Lt > >.j(J\) and lim /-Lt = >.j(J\). t-= 
There exists a linearly independent set ~t ~ /-LtJ\ n 7l.n , so that l~tI = j. 

= 
We have U ~t ~ /-L1J\ n 7l.n as a bounded and discrete, hence finite subset. 

t=l 
Therefore there exists a sequence (hh>l of natural numbers with lim tk = 00 

- k-~ 

and ~tk = ~tl. It follows that ~tl ~ /-Ltk J\ n 7l.n . Since J\ is compact, it 
follows that ~tl ~ >'j (J\)J\ n 7l.n , so that >.j (J\)J\ n 7l.n has rank;:: j . Therefore 
>'j (J\) E Ij . The last assertion is trivial. 
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n 

17. Let I-' ~ a-;(~). Then I-'Ji. = I1[-l-'ai,l-'aij. For 1 ~ i ~ j, I-'au(i) ~ 1, so 
i=1 

that {(U(I) , ••• , (u(;)} ~ I-'Ji. n 71.n • Therefore I-'Ji. n 71.n has rank ~ j, so that 
>.j(Ji.) ~ a-;(~) . Let I-' < a-;(~) and ~ ~ I-'Ji. n 71.n be linearly independent. If 
}: E ~, then for i ~ j IXu(i)1 ~ I-'au(i) ~ I-'au(j) < 1, so that Xu(i) = O. 
Therefore 11" : ]Rn -> IRj-l, 11"(}:) = (xu(i)h:Si<j is linear and 1I"1~ is injective, 
implying that ~ and 11"(~) ~ IRj-l have the same rank. Therefore I-'Ji. + 71.n 
has rank < j. 

18. (i) For 1 ~ j ~ n >'j(L(Ji.)) = inf{>. > 0 : dimJR(>'L(Ji.) n 71.n) ~ j} 
= inf{>. > 0: dimJR(L(>'Ji.) n 71.n) ~ j} = inf{>. > 0: dimJR(L(>'Ji. n 71.n)) ~ j} 
= inf {>. > 0 : dimJR L(>'Ji. n 71.n) ~ j} = >. j (Ji.) , since det L =I 0 . 

(ii) For 1 ~j ~ n >'j(tJi.) = inf{>' > 0: dimJR(>'tJi.,71.n) ~ j} 
= inf{f: >. > 0, dimJR(>.Ji.n71.n ) ~ j} = i>.j(Ji.). 

19. By (16) >'j(Ji.) E Ij . Let gl E >'1 (Ji.)Ji.n71.n , gl =I 0, and gl , ... , gj-l be already 
defined as a linearly independent set, so that, for 1 ~ i < j, gi E >'i(Ji.)Ji.n 71.n . 
Then {g1 , ... , Dj -d ~ (>'j (Ji.)Ji. n 71.n). Since this space has dimension ~ j, 
there exists some Dj E >'j (Ji.)Ji.n71.n , so that {Dl , ... , gj } is linearly independent. 
Setting j = n we obtain the assertion. 

20. (i) => (ii) We have Od = 71.( Vd). Let d < -2. We show that 2 is irreducible. 
Let 2 = afJ, then N(a)N(fJ) = 4. Let a = x + yVd, x,y E 71.. Since 
X2 - dy2 = 2 is not solvable, N(a) = 1 or N(fJ) = 1. Therefore 2 is 
irreducible and hence prime. However 2Id(1- d) = n(l - Vd)(l + Vd), 
so that 21Vd or 211 ± Vd. Let a E Od , a = x + yVd, be such that 2a = Vd 
(resp. 2a = 1 ± Vd). Then 2y = ±1, a contradiction. 

(ii) => (i) Let a, fJ E Od , fJ =I O. Since j E (Q( Vd) , there exist Tl, T2 E (Q with 

j = Tl + T2Vd. Let gl, g2 E 71. be such that ITi - gi I ~ 1/2 for i = 1,2, 

q = gl + g2Vd E Od. Then N(a - fJq) = N(fJ)lj - ql2 = N(fJ)«rI - gd 

+ Idl(T2 - g2)2) ~ N(fJ)(i + ¥) ~ ~N(fJ) < N({3), so that Od is even 
Euclidean. 

Chapter 4 

1. It is clear that (Z, +) is an abelian group. Let I, g, h E Z. Then for n E IN , 
(J*g)*h(n) = E(J*g)(d)h(~) = L:L:/(t)g(1)h(~) = L: L: I(t)g(u)h(::t) 

din din tld tin "Inlt 

= L: I( t)g * h( 7-) = I * (g * h)( n) . 
tin 

{ In = 1 
Clearly I * (g + h) = I * 9 + I * h and I * 9 = 9 * I . Let 1 (n) = 0 n > 1 . 

Then 1 * I( n) = L: 1 (d)/( ~) = I( n) , so that 1 * I = I. Finally suppose I =I 0, 
din 

9 =I O. Let no, mo E IN be chosen minimal, so that I( mo )g( no) =I O. Then 
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I*g(mono) = L: I(d)(m~"o) = L: I(d)g(m~"o) = I(mo)g(no) i- O. 
dlmo"o dlmo"o,d~mo 

mo"o/d~"o 
Therefore 1 * 9 i- 0 . 

2. (i) Let 1 E Z·. Then there exists some 9 E Z with 1 * 9 = 1. It follows 
that 1 = I( 1 )g( 1), so that I( 1) i- O. Suppose conversely that I( 1) i- O. 
Define g(n) by induction on n. Let g(l) = 1(1) and suppose that for m < n 

g( m) is already defined. Then write g( n) = - 1(\) L: I( ~ )g( d) , so that 
dl",d<" 

1 *g(n) = L:/(~)g(d) = 0 for n > 1, l*g(l) = l(l)g(l) = 1. 
dl" 

(ii) We show first that for u E Z, gplu {:} u(n) = 0 for p f n. Let gplu and 
1 E Z be such that gp *1 = u. Then for p f n, u(n) = L:gp(d)/(~) = O. 

din 

Suppose conversely that u(n) = 0 for p f n. Then for t ~ 1 let I(t) = u(pt). 
For pin we have (gp * J)(n) = L:gp(d)/(~) = I(~) = u(n) and for p f n 

dl" 
(gp * J)( n) = 0 . 

Now let gpll * 9 and gp f g. Let mo E 1N be chosen minimal, so that 
p f mo, g( mo) i- O. If gp f I, then there would exist some minimal no with 
p f no,/(no) i- O. We have p f mono and therefore 0 = U * g)(mono) = 

L: I( d)g( m~"o) = I( no )g( mo) i- 0, a contradiction. 
dl"omo, d~"o 
mO"old~mo 

3. Let !2l = {g E 7L." : .Qp ~ Ji} and !2l' = {g E 7L." : .Qp n 8Ji i- 0}. Then 

1!2l1 = L: 1 = L: A(.Qp) = A( U .Qe) ~ A(Ji). Since for g E!2l, g E.Qp ~ Ji, 

!2l ~ Ji n 7L.", hence 1!2l1 ~ IJi n 7L." I. Now let g E Z", Ji n.Qp i- 0 and 

g ~ !2l. Then also .Qp \ Ji i- 0. Since .Qp is connected, .Qe n 8Ji i- 0, hence 
g E !2l' . From this is follows on the one hand that Ji n Z" ~ !2l U !2l' , for with 
g E Ji n 7L." Ji n .Q p i- 0. On the other hand Ji = U Ji n .Q p = U Ji n .Qe ' 

PEZ" PElaUla' 

so that A(Ji) ~ 1!2l U !2l'I:5. 1!2l1 + 1!2l'I. Therefore 1!2l1 ~ A(Ji) ~ 1!2l1 + 1!2l'1 and 
1!2l1 ~ IJi n 7L." I ~ 1!2l1 + 1!2l'1 from which the assertion follows. 

4. Let JiR = {~ E IR" : I~I ~ R} and .Qp n 8JiR i- 0. Let IJ E .Qp n 8JiR . We 

show that U.Qp ~ JiR +fo \ Ji~_fo. Let ~ E .Qp • Since .Qe has diameter 
°on8J!R#0 

..;n, I~ - IJI ~ ..;n. Because IIJI = R, R - ..;n ~ I~I ~ R + ..;n. Therefore 
L: 1 ~ A(JiR+fo)-A(JiR_fo) = V,,«R+..;n)"-(R-..;n)") = O(R,,-I). 

Ogn8J!R#' 

The assertion now follows from (3). 

m-I 

5. For m ~ 1 we have I1 (X - e27rik/m) = xm - 1. Let G = C(X)* be the 
k=O 

multiplicative group of rational functions i- 0 with complex coefficients. It is 
abelian. By Vinogradov's lemma, ct',,(X) = I1 I1 (X - e27rik /")I'(d) = 

dl" dlk 
O~k<" 
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,,/d-l 
n n (X-e211"i1:d/")I'(d)=n(X,,/d_l)l'(d).Nowletp(X)= n (X,,/d-l) , 
dl" 1:=0 dl" dl",I'(d)=1 
q(X) = n (X,,/d - 1). Then <p,,(X) = :~~~ . q(X) is monic. Since the 

dl",I'(d)=-1 
division algorithm holds in Z[X] for monic polynomials, <p,,(X) E Z[X]. 

~ ~. ~ ~ 

6. We have E ~ = E:& E ~ = E ~ E -b = E ~ E ,,!2 
1:=" 1:=" dl1: d=1 dl1:<!:" d=1 m<!:,,/d 

= t ~ E ~ + E ~ ~2 = t ~ ( ~ + O( ~») + O( E d-3 ) 
d=1 m<!:n/d d=,,+1 d=1 d=,,+1 
"" 00 

= ~ E l-'(d)d-2 + O( ~ E d-1) + O(n-2) = H;\- - E l-'(d)d- 2 ) 

d=1 d=1 d=,,+1 
+ O(n-2 Iog n) = -;;+,;- + O(n-2) + O(n-2 Iogn) as n -+ 00. 

" 7. By Vinogradov's Lemma A" = EI-'(d) E 1:!" = 
dl" 1:=1 

41k 

EI-'(d) E 1:d~n = 
dl" 1:S,,/d 

2d 
8. By (7) A" = ~ Edl-'(2) E k-1 = ~ Edl-'(2)(log2d -logd + O(d-1» = 

dl.. 1:=d+l dl .. 
~ Edl-'(2)log2+0(T~"» = E d-11-'(d) log 2 + O(n-1T(n» = n-1<p(n) log 2 + 

dl.. dl .. 
O(n-1T(n». 

.. .. 
9. We have 8 .. ~ n-1 E E k-11-1 = O(n-1Iog2 n), so that lim 8" = o. Fur-

bl~1 .. _00 

" thermore for n > 1,8" - 8,,-1 = 2 E (kn(k + n»-1 
1:=1 

g.c.d.(k,n)=l 
.. -1 .. -1 " + E E (kl(k + 1))-1 - 8 .. - 1 = 2n-1 E (k(k + n»-1 
1:=1 /=1 

n< k+I,g.c.d.(k,/) .. t 

.. -1 ,,-1 .. 
1:=1 

lI·c.d.(k,n)=l 

- E E (kln)-1 = 2n-1 E (k(k + n»-1 
1:=1 /=1 1:=1 

g.c.d.(k,n)=l It+l=n,lI·c.d.(k,I)=l 
n-l n 

-n -1 E (k(n - k»-1 = 2n- 2 E k-1 - 2n- 2 

1:=1 1:=1 
lI.c.d.(lt,n)=t g.c.d.(k,n)=l 

,,-1 ,,-1 

n 

E (k + n)-1 
1:=1 

g.c.d.(k,n)=l 

-n -2 E (n - k)-1 - n-2 E k-1 = -2n- 2 A". From this follows 
1:=1 1:=1 

g.c.d.(k,n)_l g.c.d.(k,n)=l 

N N 
8N - 8M = E (8" - 8,,_I) = -2 E n-2 A". Allowing N -+ 00 we 

n=M+l ,,=M+l 
obtain the assertion. 
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00 00 

10. We have L: n-3r(n) = L: n-3 L: 1 = L: L n-3 = L: L (kd)-3 
n>N n>N din d=1 dln>N d=1 k>N/d 

N N 
= L r 3 L k-3 + L d-3(3) = O( L(dN2)-I) + O(N-2) 

d=1 k>N/d d>N d=1 

= O(N-2 10g N). Using (8), (9) und (6) itfollows that Sn = 2 L (k- 3 <p(k) log 2 
k>n 

+ O(k-3r(k))) = 1I'-2 n- 112 log 2 + O(n-210g n) as n -+ 00 • 

N N N 

11. We have L: n-s = t(1 + N-') +J x-sdx + J( {x} - t)( -8 )x-S - 1dx. Because 
n=1 1 1 

00 

I({x} - t)x- S - 11 :::; x- 2 the integral J({x} - t)x- S - 1 dx exists. We argue by 
1 

N 

contradiction. We have lim J x-Bdx = lim (N- s+! -1)(1 - 8)-1 (the case 
N-+oo t N_oo 

8 = 1 is trivial). Now let t E IR, t i- 0, be such that 8 = 1 + it. Therefore 
lim N-it exists and equals a. Let q E IN. Then with N = nq it follows that 

N ..... oo 

a = lim (nq)-it = aq-it, so that e-itlogq = 1. Therefore .l..tlogq E 7L. for all 
n-+oo 271'" 

q E IN. This is not possible, since lim f- (log( q + 1) - log q) = O. 
9-00 7r 

00 

12. For Re(8) > 0 L (-I)"n- s = (21-. - 1)(8). If for n E 7L., n i- 0, one puts 
n=l 

8 n = 1 + ~::; , then 21 - sn - 1 = 0, from which the assertion follows. 

N 

13. (i) Let 6 > 0, M < N. Then for Izl :::; 1, Iz - 11 ;::: 6, I L n-1 zn I 
n=M 

N-l 10 N N-l 
= I "(1. - _1_) " zi + l " zi I < "(1. __ 1_)lzn - M +1 _11 + 

L.J 10 n+l L.J N L.J - L.J n n+l Iz 11 
n=M j=M j=M n=M 

N M+l N-l 

Iz ~Iz 11-11 :::; %( L (~- n~l) + ~) = 6~' This gives (i). 
n=M 

(ii) It suffices to prove the assertion for 0 < x < 1. By (i) -log(1 _ e2 .. i ",) = 
00 00 

L n-1 e2 .. in"" and therefore - arg(1 - e2 .. i ",) = L sin ~ .. n'" • We have 
10=1 10=1 
ei arg(l-e 2";,,,) _ I_eh;", - -ie i .. ", ~ - ei .. (",-1/2) SO that from 

- 11 e 2".", I - I sin ""'I - , 
Re(1 - e2 .. i ",) ;::: 0 it follows that arg(1 - e2 .. i ",) = 1I'(x - 1/2). 

00 

(iii) The inequality in (i) gives I L sin ~".n'" I :::; Mll_: 2m l = 
n=M 

o < X :::; 1/2. Together with (ii) this implies that for ~ 
M-I 

I " ~ I < .!. + __ .1_ < .!. + _1_ < .!.±!. If 0 
L..J n - 2 MSlD 71":1: - 2 2Mx - 2 
n=1 
M-I M-I 

I L 8in~".n'" I:::; L ~lsin211'nxl:::; 211'x(M -1) < 211'. 
10=1 10=1 

1 
Msin 'KZ 

for 

< x < t, 
:::; x < ~, 

14. (i) The point 0 is a simple zero of z _ eZ -1, so that z - ::~~ is analytic in 
Izl < 211'. 
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(1'1') ~ B 10 Z ~ ~ (10) ",n-k 10 We have L.J ~ z = ~ and thus L.J L.J 11: Bk --;r- Z 
10=0 10=0 k=O 

_ ~ ~ (10) 1 n-k n _ ~ ~ ..!!..t.. x n - k n _ ~ .!!...Jr,.. zz k _ ze zz 
- L.J L.J k Bk;!X Z - L.J L.J k! (n_k)!Z - L.J k! e Z - ~, 

k=O 1O=k k=O n=k k=O 

so that Bn(x) = t (~)BkXn-1I: . 
k=O 

(iii) We have '%~I = z+z2j2+ ... = I+Z/2+ ... = l-z/2± ... , so that Bo = 1, BI = 
00 

-1/2. Therefore Bo(x) = 1, BI(X) = X - 1/2. The function L: ~zn 
10=2 

= _z_ -1 + lz is even since..-e::L.- - 1- lz - _z_ + 1 - lz = ~ -eZ-l 2 ' e-z_l 2 eZ_l 2 eZ_l 

.% ~I - Z = 0 . Therefore, for odd n :2: 3, Bn = O. 

00 

(iv) By (iii) Bo(x) = 1, BI(x) = X - 1/2. By (i) L: B:~I) zn = e-~~I 
10=0 

00 

= L: ~(-lt z10 ,so that B1O(I) = (-It Bn. Therefore for even n Bn(1) = 
10=0 

Bn. If n is odd, n > 1, then from (iii) it follows that Bn(l) = 0 = Bn . 
n n-l 

(v) By (ii) for n > I,Bn = Bn(l) = L: (~)BII: therefore L: (~)Bk = O. 
11:=0 11:=0 

15. (i) This follows from (14v) and Bo = 1 by induction on n. 

(ii) 
_ ~ Bn(",)zn+1 _ ~ Bn_1(X).n 
- L.J n! - L.J (n-I)! ,so that 

n=O n=l 

16. If the assertion is proved for the intervals [a, b] and [b, cl, then by addition we 
obtain it for [a, cl. Therefore it is enough to prove it for b-a < 1. We desinguish 
between two cases. 
(a) (a, b] n Z = 0. Then x f-+ {x} is differentiable in [a, b] with derivative 1, so 

that by (15ii) ddx Bn( {x}) = nB1O - I ({x}). The result follows by integration. 
(b) 9 E (a,b] n Z. Then (g,b] n Z = 0, and we can apply case (a) for the 

b 

interval (g, b]. Hence we can take 9 = b. Then we have n J B1O - I ({ x} )dx 
a 

t 

= lim nJ B1O_I({X})dx = n lim (Bn({t}) - B1O({a})) = n(B1O(1) 
t ..... b-O t ..... b-O 

a 

- Bn({a})) = n(Bn(O) - B1O({a})) = n(B1O({b}) - Bn({a})) for n > 1 
because of (14iv). 
We prove the last assertion by induction on m; x f-+ B2 ( {x}) = B2 + 

x 

2 J BI ({ t} )dt is continuous. If the assertion has already been proved for m , 
o 

x 

then for m + 1 it follows from Bm+I( {x}) = Bm+I + (m + 1) J Bm( {t} )dt. 

17. By induction on m. By (13ii) we have - 2~i L: ie2 .. ib 

k#O 
00 00 

o 

= -2~i L: i (e2"ib_ e -2"ib) = -~ L: isin27rkx = {x} - t = BI({X}). 
11:=1 11:=1 

Suppose that the assertion for m has already been proved. Because of (13iii) 
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E k-1e2rih is uniformly bounded. For m > 1 E k-me2rib is uni-
O<II:ISN 0<11:1<00 
formly convergent. From (16) it therefore follows that Bm+1( {x })-Bm+1 ({O}) = 

z . 
(m + 1) J B ({t})dt = _ ~m-l:"»! '" k-m e2"'''~_1 = _ (~+1¥ '" k-m-1e2 .. ib m 2 ... m L..J 2 ... 1: (2 ... )m 1 L..J 

o I:~O I:~O 

+ Cm for some constant Cm. Integrating once more it follows that Bm+2 ( {x}) = 
-d:::t.!¥2 E k-m-2e2rib + (Bm+1(0) + Cm)x + Bm+2 . Since Bm+2({X}) is 

I:~O 

bounded in x, it follows that BmH (0) = -Cm, therefore Bm+1 ( {x}) = 
_ (m+1¥ . '" k-m-1 2hiz (2Iri)m i L..J e . 

I:~O 

(ii) and (iii) follow from (i) by equating the real parts. (iv) follows from (i) with 
x = O. 

18. Induction on m . The Euler sum formula gives the case m = 1 directly. For the 
inductive step one has only to observe (because of (16)) that 
b 

J Bm({x})j<m)(x)dx = m~1 (Bm+1({b})j<m)(b) - Bm+1({a})f(m)(a)) 

" b 

- m~1 J Bm+1({X})j<mH)(x)dx. 

" 

19. This follows from (18) and the relation Bn = Bn(O). 

20. Let m E IN, m > 1 and Res> 1. Let f(x) = (x + w)-·. Then j<1:)(x) 
N . 

= k!("A,·)(x+w)-a-l:, hence from (19) for N E IN E(n+w)-a = w-a 
n=O 

m " +1:. (N +W)-·+1 _w-·+1)+ E (-~) BI:(I:-:.a1) (N +W)-·-A:+1 _W- a -I:+1) 
k=1 

N 

+ (_1)m+1(~) J Bm({X})' (W + x)-·-mdx. As N ~ 00 then (s,w) = w- B 

o 
m "+1 00 

+ .:1 W-·+1 + E ~BI:(I:-:."1)W-·-k+l + (-lr+1(~) J Bm({x}) 
1:=1 0 

(w + x)-·-mdx. The integral appearing on the right-hand side is analytic for 
Re(s) > 1 - m, since firstly, for each x ~ 0, S 1-+ Bm( {x} )(x + w)-·-m is an­
alytic. Secondly (x, s) 1-+ Bm ( {x} )( X + w) -B -m is (because m > 1) continuous 

00 
on [0,(0) X {s: Res> 1- m}. Thirdly for each C > 0 lim J Bm({x})(x + 

1: ..... 00 k 

w)-s-mdx = 0 uniformly in s for Re(s) > 1 - m + C. Namely there exists 
00 

some Km > 0 with IBm({x})1 ~ Km for x E IR. Therefore I J Bm({x})(x + 
k 

00 00 

w)-a-mdx I ~ Km J x-Res-mdx ~ Km J x-1- 6dx = K mc-1k-6 • Therefore 
k k 

s 1-+ ( S, w) is meromorphically continuable on Re s > 1 - m for each m E IN , 
from which the first assertion follows. Moreover (s,w) has only one pole at 
s = 1, and this is simple. The assertion now follows from lim w-·H = 1 and 

...... 1 

(s) = (s, 1). 
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Chapter 5 

1. For n ~ 1 n = 7r(Pn) , therefore by the prime number theorem lim ~ = 1 . 
n_co Pn 

It follows that lim (log n+log 10gPn -logPn) = 0, and hence that lim Iloogn = 
ft_OO n-co g Pn 

lim (1 - lor log po) = 1. Multiplication gives lim n log n = 1. 
ft_CO og Pn ft_OO Pn 

00 

2. For Res> 0 ((s) = (1 - 21 -°) 2: (-It+1n-- . Since (n-')n;:~1 is decreasing 
n=1 

00 

for s > 0, we have 2:(_l)n+l n -- > O. Because s < 1, 21-- > 1, and from 
0=1 

this the assertion follows. 

'" 3. We argue by contradiction. We have 2: lo;p = lo!", 7r(X) + J logt;-I 7r(t)dt = 
P~'" 2 

x:& 3: :x 

log"7r(x)+J logt-l .-t-dt+J logt-l (7r(t) _ _ t_) dt = O(l)+J!ll_J_l_dt " t2 log t t2 log t t t log t 
2 2 2 2 

" 
+ 0 ( J t 1:;2 t ) = log x - log log x + 0(1) , contradicting Mertens' theorem. 

2 

4. Let Plo be the kth prime number and n = PI ... plo. By the prime number 
theorem lognk = 2: logp = 1jJ(Pk) + O( 2: 2: logp) = 1jJ(Pk) 

P~Pk 2<m<1Igptpm~Pk 
- - og2 

+ 0 (p~/210g2 Plo) = Pk(l + 0(1)). It follows that loglognk = logpk + 0(1). 

(i) By Mertens' theorem c = lim logpk IT (1 - 1) = lim logpk~ 
10_00 pink p 10-00 nk 

= lim loglognk~. 
k_oo nk 

(ii) We have r(nk) = 2'-(Pk) , hence logr(nk) = 7r(Pk) log 2 , so that by the 
Prime number theorem lim logr(ntlloglognt - -1'- '-(V;)loglognt I 2-

10_00 log nk - k':'~ log nk og-
lim '-(Pt) log Pt log 2 = log 2. 

10-00 Pk 

5. For n ~ 1 let fen) = 2: 1. Then n ~ ITP ~ (iogn)f(n), hence fen) :::; 
pln,p>log n pin 

~I 101 n . For sufficiently large n we have log (1- -I _1_) > --I _2_. From this 
og agn agn - agn 

it follows that 0 ~ 10gP(n) = 2: 10g(1-;') ~ f(n)log(l- 'o!J ~ 
pln,p>log n 

-2di(J) ~ -Iogl~gn . From this it follows that }~moo log pen) = 0, or }~~ pen) 
=1. 

6. For n ~ 1 let pen) = IT (1- ;.). Then cp~nl = IT (1-;) 
pln,p>log 0 pin 

= pen) IT (1-;') ~ pen) IT (1 - ;.). By Mertens' theorem 
pin p~logn 

c = 
p~logn 

lim log log n· IT (1 - ;), so thatlimn_ oo n-1 <p(n) log log n ~ limn_ oo P(n).c 
n-oo p~logn 

= C (by (5)). The assertion follows from this and (4i). 
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7. We have logf(n) 2:: open) < 2:: op(n)logp:::; 2::log(pQp(n») = logn 
I(n)~p I(n)~p p 

and log Pen) = 2:: log(l + op(n)):::; 2:: log2"p(n) = log 2 . 2:: open) 
I(n)~p I(n)~p I(n)~p 

< I 2..l!!K..!!..... _ og log/(n). 

8. We have 2"p(n) :::; p"p(n) :::; n, therefore op(n):::; \~~;. From this it follows that 

logQ(n)= 2:: log(l+op(n))=O(loglogn. 2:: 1) 
p</(n) p</(n) 

= 0 (log log n . 11"(f( n))) = 0 (log log n . lo~(j(~») = O(f( n)). 

9 For n > 2 write fen) = logn and n = TIp"p(n) the prime factor de-. - log210gn ' 
p 

composition of n, pen) = TI (1 + op(n)) , Q(n) = TI (1 + open)). Then 
I(n)~p p</(n) 

r( n) = P( n )Q( n) and therefore lim IOgT(72~:g log n = 
n-oo 

lim 10gP(nHlogQ(n) ·Ioglogn < log21im ~ = log 2 by (7) and (8). The 
n_oo logn - n-oo log/(n) 
assertion now follows from (4ii). 

'" 10. We show first that lim f(x) = o. It follows from f(x) = f(O) + J J'(t)dt 
1"'1_00 o 

that lim f(x) exists. By the mean-value theorem from integral calculus there 
"'_00 

",+1· 

exists some ~'" E (x,x + 1) with f(~",) = J f(t)dt. From lim f(~x) = 
"'-00 

'" ",+1 

lim J f(t)dt = 0 it follows that lim f( x) = O. Analogously lim f( x) = o. 
:&_00 x-oo 3:_-00 

'" b 

By the Euler sum formula for a,b E ll, a :::; b, 2:: fen) = t (f(a) + f(b)) + 
n=a 

b b 

J f(x)dx + J( {x} - 1/2)J'(x)dx. Then, as b -+ 00, a -+ -00, we obtain 
a a 

2:: fen) = J f(x)dx + J({x} - 1/2)J'(x)dx. By Exercise (13) in Chapter 4 
nEZ R R 

2:: te21rikx is uniformly bounded in N and x, from which it follows that 
O<I1:I~N 

2:: f( n) = J f(x)dx- 2;i 2:: t J ehikx J'(x)dx - see Exercise (17i) for m = 1 in 
nEZ R 1:#-0 R 

b 

Chapter 4. Finally for a < b J e2 .. ikx f( x )dx = 2;i1: (J(b )e21rikb - f( a )e21rika) -
a 

b 

2;i1: J e2 .. ikx J' (x )dx, from which, for b -+ 00, a -+ -00, the existence of 
a 

J e2 .. ikx f(x )dx = - 2;i J e2 .. ikx J' (x )dx follows. Substitution of this above gives 
R R 
the result. 

11. For z E C, let y(z) = J e-.-x2+2 .. i",zdx. Since J211"lxle-...,2+2 .. I",zldx < 00, 

R R 

y' (z) = J 211"ixe- .. x2+21ri"'z dx = i J 211"( X - zi)e-.-x2+2"i"'z dx 
R R 



Chapter 5 227 

- J 211"Ze-"",2+2 ... :u dx = _ie- .. x2+2 ... xz 1 :'00 - 211"zy(z) = -211"zy(z). The func­
R 

tions y and Z 1-+ e- .. z2 therefore satisfy the same linear differential equation, so 
2 2 00 2 

that for some C E C y(z) = Ce- n . Now y(O) = J e-"'" dx = J; J e-" du = 
IR 0 

00 

1 J -v -1/2d - 1 r(l)-l h C-1 ~ e v v - ~ 2 - ,ence - . 
o 

12. We have J2Ixle-.-x2 dx < 00. It therefore follows from (10) and (11) that 
IR 

8(x) = E J e-'lrXy2+2"'kYdy = E x-1/2 J e- .... 2+2 ... k,,/.fidu 
kEZ IR kEZ IR 

= E x-1 / 2 e-.-k2 /X = *8 (~). 
kEZ 

00 

13. For all x > 0 we have I/i(x) $ E e-.. nx = e";-l . From 1 + 21/i(x) 
n=l 

= * (1 + 21/i(~)) it follows that I/i(x) $ (* -l)(t) + *. e"/~-l 
$ * (t + e"/~-l)' 

00 00 

(i) Let z E C, then J II/i(x)xZI dx $ J e"'.~·:'l dx < 00, from which (i) follows. 
1 

1 1 

(ii) For Re s > 1, J I/i(x )x-1+ Re 8/2 dx $ G + e"l_l) J X-1 / 2 -1+Re 8/2 dx < 00 . 

o 0 
00 

Therefore we have the convergent integral J l/i(x)x8/2 d: 
o 

_ ~ Joo _ .. n2x 8/2 dx _ ~ 1 JOO -" ( " ) -1+8/2 d 
-L.J e x 7-L.J~ e ~ U 

n=10 n=l 0 
00 00 

= E (1I"n2)-S/2 J e-"us/2. d,," = r (t) 1I"-8/2((S). (Here we use Lebesgue's 
n=l 0 

theorem on dominated convergence.) 

00 1 00 

14. By (12) for all Re s > 1 we have J l/i(x)XS/2 d: = J l/i(x)XS/2 d: + J l/i(x)XS/2 d: = 
o 0 1 

) t (* - 1) x s/2 d: + ) *1/i(~)X8/2 d: + j l/i(x)xs/2 d: = t ) x Cs - 3)/2dx -
o 0 1 0 
1100 

1. JxCS-2)/2dx+JI/i (1.) XC8-3)/2dx+J l/i(x)XS/2 dx = 1. x('-1)/211_1.xS/2/~ 11 + 
2 x x 2 (8-1)/2 0 2 2 0 

o 0 1 
00 00 00 

J u-21/i(U)uC3 - s)/2du + J l/i(x)XS/2 d: = s~l - ~ + J I/i(x) (XS/2 + xC1-S)/2) d: . 
1 1 1 

15. For Res> 1 it follows from (13) and (14) that r(t)1I"-s/2((s) 
00 

= JI/i(x) (XS/2 + x(1-S)/2) d: + sCLl)' Because of (13) the right-hand side is 
1 

meromorphic in C (hence also the left). Replacing s by 1 - s gives the result. 
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16. (i) By (15) for n E IN lim 1r- s / 2 r (t) ((s) = 1r-(1+2n)/2 r(n + ~)((2n + 1) 
6-.-2n 

::j:. o. Since r has a simple pole at -n, ( has a simple zero at -2n. 

(ii) By (15) again lim1r-·/2r(t)((s)/((1- s) = 1r-1/2r(t) = 1. r has ,_0 
a simple pole at 0 with residue 1, so that lim t r (t) = 1. Therefore .-0 
1 = ((0) lim -cri ) = 2((0) lim (1 \") = -2((0). We prove the sec-

6-+0" -8 8-1 -8 " 

ond assertion. For Re s ;::: 1 (( s) ::j:. o. Suppose now that Re s :5 0, 
s ::j:. -2n for all n E 71.., n ;::: o. If ((s) were to equal 0, then by 
(15) 0 = 1r-(1-s)/2 r (1;') . ((1 - s), which is impossible, given that 
Re(l- s) ;::: 1. 

(iii) For Res > 0 we have ((s) = (1- 21 - Sr 1 E(-lt+1n-S. From this it 
n=l 

follows that ((s) = ((s). Therefore if ((s) = 0, then also ((s) = O. For 
Re s < 0 the assertion follows from (ii). 

17. Let e > O. Because lim m(l-)e = 0 (Chapter 4) there exists some c. > 0, 
m_ex> '" m 

so that for all m E IN, m1-. :5 c.c,o(m). Hence, if c,o(m) = n, m1-. :5 c.n, 
00 

from which the first assertion follows. For s > 1 we show that E c,o(m)-' 
m=l 

converges. If we choose e = 1 - 7. ' then because e > 0, there exists some 

K. > 0 with m 1/y'; :5 K.c,o(m) , i.e. my'; :5 K:c,o(m)" for all m E IN. 
00 

Therefore E c,o(m)-' converges. Suppose now that N E IN and MN = 
m=l 

00 

{n E IN: c,o(n) :5 N}. Then MN ~ MN+1 and U MN = IN. For Res> 1 
N=l 

N N 00 00 N 
we have '"' rem) = '"' ....L L....J m" W m" E 1 = E E c,o(n)-S = E c,o(n)-S, so 

m=l m=l n=l 
<p(n)=m 

n=l m=l 
<p(n)=m 

y 

18. For x,y > 0 and s = u + it, u ::j:. 0, we have lx' - ySI = IsJtS-1dtl < 
y 

Isll J t"-ldt 1 :5 ~Ix" - y"l. Hence for u > 0, I(p -1)-s - p-sl :5 
x 

J;il(p - 1)-" - p-"I = O(p-"-l). Therefore for each 8 > 0 E (P~l)' - ;. ) 
p 

is absolutely and uniformly convergent in {s: Re s ;::: 8}, so that g( s) = 
I1 (1 + (P~l)' - pI.) is holomorphic in Re s > o. For Re s > 1 we have 
p 

fffi = I1 (1 + (P'-l)~I-I). ) (1 - ;.) = I1 (1 + (P~l)' - pt.) = g(s), i.e. 
p P P 

f( s) = g( s)(( s). The first assertion follows from this. The second follows from 

limes -l)f(s) = g(l) limes -l)((s) = g(l) = I1 (1 + P(/-I»). 
8-1 8-1 P 
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19. If Res> 1 let /(s) = f:!f!;l and C := n (1 + 1'(1'1_1»)' By (18) / can be 
n=1 I' 

extended over {s E (:: Res> O} and there s ...... /(s)- .':1 is holomorphic. The 

conclusion follows from the theorem of Wiener and Ikehara (see Addendum20 ). 

N 

20. First we show that as N -+ 00 J ~ 11I"(x) - lo;z 1 dx = 0(1I"(N)). Let e > O. By 
2 

the prime number theorem there exists some Xo(e) ~ e, so that for all x ~ Xo(e), 
11I"(x) - lo;zl ::s I:;z' Now let N ~ xo(e)2 and choose J( > 0 such that, for 

N 

all x ~ 2, ~ 111"( x) - 10: '" 1 ::s J(. It then follows that J ~ 111"( x) - 10; z 1 dx ::s 
2 

zo«) N VFi N 

J ~ Hx) - 10;z 1 dx + e J I:;Z ::s J(xo(e) + e J I:;'" + e J I:;'" ::s 
2 zo«) zo«) VFi 

J(.jN + e.jN + I~;~ . Applying the prime number theorem it follows that 
N 

for each e > 0, Jim 7r/N) J ~ Hx) - 10:91 dx ::s 2e. 
_00 2 

N'I N '+ N N 2' 
F h J .2 ... og'" d J 27ri d", z2 ... I 1 1 J '" ... d", 

urt ermore, log z X = X log z = 2",i+l . log z 2 + 2",i+l' log2 z = 
222 

, VFi N + ' 
N I +2... 0(1) 0 (J d", J dz ) - NI 2... 0(.jN) (27ri+l)logN + + log2 z + log2 z - (27ri+l)logN + + 

2 VFi 

o C03 N) = N 27ri 21r;~1 (1 + 0(1)) for NE IN as N -+ 00. 

.. N 21rilogz 
From this it follows that l: e2"..log I' = e27r1 log N 11"( N) - 211"i J' z 11"( x )dx 

I'$.N 2 

N 'I N 
= e27rilogN1I"(N) - 211"i J .2~~g~'" dx + O( J ~ Hx) - 10;z 1 dx) = N27ri1l"(N) 

2 2 

X (1- 1!;~i) + o (1I"(N)) = 1+;"i1l"(N)N2"'i + o (1I"(N». Thus it follows that 
lim _1_1 '" e21rilogl' 1 = 1 # O. 

N-oo 7r(N) ~ V1+47r2 
1'-

Chapter 6 

1. We show first that from X E r m , X' E rn it follows that XX' E r mn • Clearly 
XX' is strongly multiplicative and has period mn. If g.c.d.( k, mn) > 1, then 
either g.c.d.(k, m) > 1 or g.c.d.(k, n) > 1, hence X(k) = 0 or X'(k) = 0, and in 
either case XX' (k) = O. 
The map w is clearly a homomorphism. If XX' = xo , the principal character in 
r mn , and a E 71.., then we may choose some x E 71.. with x == a(m), x == l(n). 
It follows that x(a) = X(x)X'(x) = Xo(x), so that X is the principal character 
in r m • Analogously X' is the principal character in rn . Hence w is injective. 
Since r m X rn and r mn have equal numbers of elements, w is bijective. 

2. (i) We show first that m xx' ~ mxmx' . Because mxx,lmn and g.c.d.(m,n) = 1, 
there exist natural numbers d1 and d2 with m xx' = d1 d2 and d1lm, d2 ln. 
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Let x == 1 (mod dt), g.c.d.(x, m) = 1. Choose an a with x == a (mod m), 
a == 1 (mod m). We have g.c.d.(a,mn) = 1, a == x == 1(dl ), a == 1(d2), 
hence a == 1(dl d2). By Proposition 7 x(a)x'(a) = 1. From x'(a) = 1 it 
follows that x(a) = 1 and therefore X(x) = 1. By Proposition 8 dl is 
a defining modulus for X. Analogously d2 is one for X' , from which it 
follows that mx :$ dl , mx' :$ d2 , hence also that mxmx' :$ dl d2 = mxx' . 
Suppose now that conversely x == 1( mxmx' ) and g.c.d.( x, mn) = 1. Then 
g.c.d.(x, m) = g.c.d.(x, n) = 1 and x == 1(mx), x == 1(mx'). By Proposition 
7 X(x) = X'(X) = 1, hence XX'(X) = 1. Also by Proposition 7 mxmx' must 
be a defining modulus for XX' , so that mxx' :$ mxmx' . 

(ii) The first statement follows immediately from (i). Now let XX' be real, i.e. 
X2X'2 be the principal character in rmn. Then by (1) X2 and XI2 are the 
principal characters in rm and rn respectively, hence X,X' real. The con­
verse is trivial. 

3. For odd values of nE 71. let Xl(n) = (:1) sgn n. Then Xl and X2 are multi­

plicative. Because X2(n) = (_1)(n 2 -l)/S, Xl and X2 have period 8. Therefore 
Xl, X2 E rs and further X3 E rs . Xl and X2 are not principal characters. We 
have Xl(-1) = -1 i- X2(-1) and X3(-1) = -1, so that the assertion follows 
from Irsl = 4. 

4. (i) With X i- Xo, let 9 be a primitive root modulo pk . If X(g) ,;" 1 it would 
follow that X(gi) = 1 for all i ~ 0 and thus X = xo. Hence X(g) = -1, and 
there exists a unique real character X i- xo mod pk . Since n ...... (~) is real, 

x(n) = (~) for n E 71., From n == 1(p) it follows that x(n) = 1, so that p 
is a defining modulus for X . Therefore k = 1 . X is primitive in rp , because 
p is prime. 

(ii) There exists no primitive character in n , so that 2 cannot be a defining 
modulus of a character i- xo. For odd n, x(n) = (_1)(n-l)/2 , and this 
gives the unique character i- xo mod 4. This is necessarily primitive. Now 
let X E rs be real and primitive. If X(5) = 1, then from n == 1(4) it would 
follow that x(n) = 1, so that 4 would be a defining modulus for x. Hence 
X(5) = -1. By (3) for odd n,either x(n) = (~) or x(n) = (_1)(n-l)/2 (~). 
Because X(5) = -1, 4 fails to be a defining modulus for x, so that X is 
primitive. 
Finally let X E r2k be primitive and real, k > 3 and x == 1(8) . There exist 
i,j ~ 0 with x == (_1)i5i (2k) and therefore 1 = (-1) i 5i (8), from which 
i == j == 0(2). Therefore X(x) = X( _1)iX(5)i = 1, so that 8 would be a 
defining modulus for x. Hence k :$ 3. 

5. Let m = p~l ... P:' be the prime factor decomposition of m. By (1) for 1 :$ i :$ t 
there exists Xi E r ki with X = Xl ... XI . By (2) each Xi is primitive and real. 

Pi 

By (4i) for 1:$ i:$ t, ki = 1 and Xi(n) = (-;;) for nE 71.. Therefore m is 
square-free and x(n) = (..!!..) ... (..!!..). Conversely it follows from (4) and (2) 

Pl Pk 
that X must be primitive. 

6. W.l.o.g. let n be odd. We distinguish between three cases: If m is odd, then 
for k E 71. (5) implies that X(k) = (!), X'(k) = (~). Therefore x(n)x'(m) = 
-1 <=> (.;)(~) = -1 <=> m;l == n;-l == 1(2) <=> X(-1) = X'(-1) = -1. Now let 
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m = 2'm' be even, 2 f m' . By (1) and (4) t E {2,3}. Suppose first that t = 2. 
By (1), (2), (4) and (5) X{k) = (_1)("-1)f2(~) for odd values of k. We have 
X'(k) = (~) for all k E Z. Therefore x(n)x'(m) = -1 <=> (_1)(n-l)f2{ ~ )(~) = 
-1 <=> (_1)(n-l)/2(~)(,:') = -1 <=> n;1 == m'tt == 1(2) <=> -(;.}) = -1 and 
(-,.1) = -1 <=> X( -1) = X'( -1) = -1. 
Now let t = 3. By (1), (2), (4) and (5) for all odd k and for some et E {O, 1}, 
X(k) = (-1)"'("-I)/2a)(~) and we have X'{k) = (~) for all k E Z. Therefore 
x(n)x'(m) = -1 <=> {~){~){~)(_1)"'(n-l)/2 = -1 <=> (':')(':,){_1)",(n-l)/2 

m'-l n-1 n-l m'-t n-l I = -1 <=> -1 == (-1)--Y- .,.-+"'(.,.-) = (-1)(--Y-+"')("'-) <=> m2-1 + et == 
n;1 == 1(2) <=> X{ -1) = X'( -1) = -1. 

7. First let p = 2. Then by (4) k E {2,3}. Let k = 2 and x(n) = (_1)(n-l)/2 
for all odd n. Then T(X) = x(1)e2ri/4 + X( _1)e2ri.3 / 4 = e2ri/4 _ e67ri/4 = 
i - (-i) = 2i = (_4)1/2. Let k = 3 and x(n) = (~) for all odd n. Then 

1 

T(X) = ~ x(j)e2riU8 = e27ri /8 + e-2ri/8 - e67ri/8 - e-67ri/8 = * + 1-if -
1=0 

-*i _ -1-i = 2 + 2 = v'8 = (X(-1)8)1/2 
2 ""'7l2 72 72 . 

Let k = 3, and x(n) = (_1)(n-l)/2(~) for all odd n. Then T(X) = e27ri/8 + 
e67ri/8 _ e-67ri/8 _ e-27ri/8 = ljf + -*i - -Ai - 1-if = ~ + ~ = iVS = 
(X( _1)8)1/2. 
By (4) there exist no further real primitive characters mod 8. If p > 2, then by 
(4) k = 1, and the assertion follows from Theorem 4. 

8. We note that {kn + lm : 0 ~ k < m, 0 ~ I < n} is a complete system of 
residues modmn. From this it follows that x(n)x'(m)T(X)T(X') = x(n)x'(m). 
m-l .. -l m-I n-l E E X(k)X'(I)e2ri("/m+l/n) = E E x{nk)x'{lm)e27ri(kn+lm)/mn 

"=0 1=0 "=0 1=0 
m-ln-l 

= E E x{nk + lm)x'(nk + lm)e27ri(kn+lm)/nm = T{XX')· 
"=0 1=0 

9. Induction on the number of prime factors of m . If this equals 0, then m = 1, 
and the assertion is trivial. If this equals 1, then we apply (7). Suppose that the 
number of prime factors is greater than or equal to 2. Then there exist ml, m2 E 
IN with m = mlm2, ml > 1, m2 > 1 and g.c.d.(ml,m2) = 1. By (1) for i = 1,2 
there exists Xi E rm; with X = XIX2. For i = 1,2 Xi is primitive and real 
(2). By (8) and the inductive assumption, T(X) = XI (m2)X2(mI)T(xI)T(X2) = 
XI (m2)X2{mI){Xl{ -1)md/2(X2( -1)m2)1/2 . If Xl(m2)X2{ml) = -1, then by 
(6) Xl( -1) = X2( -1) = -1, so that one obtains T(X) = -i.;ml. i..;m2 = 
(X( _1)m)I/2. However, if XI (m2)X2(mt) = 1, then we can w.l.o.g. assume that 
Xl{-1) = 1, from which it follows that X{-1) = X2(-1). Therefore T(X) = 
.;ml(x(-1)m2)1/2 = {x(-1)m)I/2. 

4d-l 

10. By Proposition 11, for d E IN, E e27ri"/4d = 'B = (1 + i)-Id. Therefore 
"=0 

-Id E CQ( e27ri/4d , i) . But now i = (e27ri/4d)d , so that i E CQ( e27ri/4d) , from which 
both -Id E CQ(e27ri/4d) and RE CQ(e27r./4d ) follow. 
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00 00 

11. (i) We note that for x ~ z, L !,e2 .. in", = -log 11 - e2 " i "'l + i L sin ~...,n = 
n=1 n=1 

-log 2(sin 7rX) - 7ri( {X} - t ) (use Chapter 4, Exercise (13». Therefore from 
00 00 

Proposition 9 it follows that L(X, 1) = L !'X( n) = r/x) L !,G( n, X) 
n=1 n=1 

00 m-I m-I 00 

= r(~) L !, L X(k)e2 .. ikn / m = rlx) L X(k) L !,e211"ikn/m 
n=1 1:=1 1:=1 n=1 

m-I 

=-r/x) L X(k)(log2sin7r~+i7r(~-t» 
1:=1 
m-I 

= - rlx) L X( k) (log sin 7r~ + i7r~), because X =I Xo implies that 
1:=1 

m-I 

L X(k) = O. 
1:=1 

(ii) By (9) r(x) = ..;m. From L(X,l) E IR it follows that L(X,l) = 
m-I m-I 

--f,:: L X(k) log sin :: and L X(k)k = O. 
1:=1 1:=1 

(iii) By (9) r(x) = i..;m. From L(X,l) E IR it follows that L(X,l) = 
m-I m-I 

- m~/2 L kX(k) and L X(k) log sin :: = o. 
1:=1 1:=1 

12. We have L(X,s) = n (1- ~rl = n (1- ~rl = n (1- X~(!»)-1 
P ~m p~ 

_ ( ~) -1 ( ~) _, (.i.W.) - n 1 - p' n 1 - p' - L(X , s) n 1 - p' • 
p plm plm 

m m 00 

13. We have m-a L X(k)«s,~) = m-a L X(k) L (n + ~)-a 
1:=1 1:=1 n=O 

00 m 00 

= L L X(k + nm)(k + nm)-' = L ~ = L(X,s). The second and third 
n=OI:=1 p=1 

assertions follow from Chapter 4, (20), because for X =I Xo, L(X,s) has no pole 
at 1. 

00 

14. For Res> 0 L'(X,s) = - L x£;) logn, so that L xLn) logn = 0(1). 
n=1 n~'" 

From this it follows that 0(1) = L XLn) logn = L XLn) LA(d) 
n~'" n~'" din 

= L A(d) L XLn) = L A(d) L XLndd) = L ~A(d)X(d)( L(X, 1) 
d~", dln~'" d~", n~",/d d~", 

- L !,x(n») = L ~A(d)X(d)L(X, 1) + o( L ~A(d). ~) 
n>:t:/d d~:t: d~:t: 

= L ~A(d)x(d)L(X,l)+O(~IJi(x», so that by Chebyshev's theorem 0(1) = 
d~:t: 

L ~A(d)x(d)= L ~X(p)logp+O( L L p-mlogp ) = L ~X(p)logp+ 
d~:t: P~'" 1 <m pm~:t: p~:t: 

00 

o( L L k- m logk) = L ~X(p)logp + o( L l';f/) = L ~X(p)logp + 
I:~", m=2 p~:t: I:~:t: P~'" 

0(1). 
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15. If X = Xo , the proof will be found in Addendum21 . 
Suppose now that X f:. Xo . Then l: Il( n )X( n)~ l: ~ 

n:5'" k:5x/n 
= l: l: e!~)x(nk) = l: l:1l(d)~ = 1, from which it follows that 

n:5'" k:5",/n l:5x dll 

1= l:1l(n)~(L(x,l)- l: tX(k)) = l: ~1l(n)x(n)L(x,l) 
n:5x k>"'/n n:5'" 

+ o( l: ~.;c). Because L(X, 1) f:. 0, we have l: ~Il(n)x(n) = 0(1), so that 
n~z n~z 

l: l: Il( d)X( d) = l: l: Il( d)X( d) = l: [1] Il( d)X( d) = l: 11l( d)X( d) + 
n:5x din d:5'" dln:5'" d:5'" d:5x 
O(X) = O(X). 

16. By (15) for f(n) := l:1l(k)X(k), as x -+ 00 we have l: f(n) = O(x). 
kin n:5x 

Addendum21 implies that f(n) 2: O. For Res> 1 f 1f!12 = Ll~~)' and 
n=l 

S 1-+ Ll~~) - L(x,I)('-I) is holomorphic in {s : sEC, Re s > O}, if we put 
c!:, = O. Now apply the Tauberian theorem of Ingham and Newman. 

17. Consider Chapter 5, Cor. 3, and put f(n) = 1, g(n) = Il(n)x(n) for n E IN. 
Then F(s) = «s) and G(s) = L(~,.). The functions s 1-+ F(s) - '~1 and 

s 1-+ L(~,.) are holomorphic in some region containing {s E C : Re s 2: 1} . The 
assertion now follows. 

18. The function x-X is strongly multiplicative. It follows that for Re s > 1 we have 
00 00 

l: x(n)-X(n)n-' = Ill: X(p)j -X(p)jp-j. = Il(1- X(p)-X(p)p-8)-1 = Il(1 + 
n=1 p j=O P P 

X(p)p-8)-1 = Il(1-x(p)p-8)Il(1-X2(p)p-28)-1 = L(X2 ,2s)/L(X,s). Once 
p p 

more consider Chapter 5, Cor. 3, and put f(n) = 1, g(n) = x(n)-X(n) for nE IN. 

Then F(s) = «s) and G(s) = Lit;:!) . G and F(s) - '~1 are holomorphic in 
some region containing {s E C : Re s 2: 1} . From this the assertion follows. 

19. (i) Suppose first that g.c.d.( a, m) = 1. Then Il(n) 
n:5""n::a(m) 

= <p(!..) l: x(a) l: Il(n)x(n) = <p(!..) l: x(a)o(x) = o(x) (by (17)). 
xErm n:5x xErm 

Now let a be an arbitrary element of 7l. , g.c.d.( a, m) = d, g.c.d.( 7' d) = 9 
and l.c.m.(7, d) = v. If 1 ::; k ::; d, g.c.d.(k, d) = 1 and k == i(modg), then 
because 9 = g.c.d.( 7' d) divides i - k , there exists some Uk E 7l. with Uk == 
i(mod 7 ) and Uk == k(modd). Then g.c.d.(uk,v) = 1. From this we have 

n:5x,n::a(m) 

d 

l: 
n:5x/d 

n::a/d(m/d) 

d 

l: 
k=1 

g.c.d.(k,d)=1 

Il(d) l: Il(n) = 
n:5 x/d,n::k(d) 
n::a/d(m/d) 

l: Il( d) l: Il( n) = o( x) by the case above. 
k=1 n:5x/d 

g.c.d.(k,d)=1 n::Uk(V) 
k::a/d(g) 
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(ii) Let d = g.c.d.(a,m). Then we have L A(n) = L A(d)A(n) = 
n:a(m) n:a/d(m/d) 

n$'" n$",/d 

A(d)I"(,,!/d) L x(i) L A(n)x(n) = o(x) (by (18». 
xEr mId n$",/d 

20. We note that {jn + lm: 0::::; j < m,O::::; 1 < n, g.c.d.(j,m) = g.c.d.(l,n) = I} 
is a complete system of residues prime modulo mn. From this it follows that 

m-I n-l 

cm(k)cn(k) = L L e21rik(j/m+l/n) 

}=O 1=0 
g.c.d.{i,m )=g.c.d.( I,n )=1 

m-I n-l mn-l = L L e21rik(jn+lm)/mn = L e21rikt/mn = Cmn (k). 
}=O 1=0 
g.c.d.(j,m)=g.c.d.(I,n)=1 

t=O 
g.c.d.(t,mn)=1 
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