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Preface

The International Conference on Applications and Techniques in Information Security
(ATIS) has been held annually since 2010. This year, the seventh in the series was held
at Central Queensland University, Cairns, Australia, during October 26–28, 2016.
ATIS 2016 focuses on all aspects of techniques and applications in information security
research, and provides a valuable connection between the theoretical and the imple-
mentation communities attracting participants from industry, academia, and govern-
ment organizations.

The selection process this year was competitive, each submitted paper was reviewed
by three members of the Program Committee. Following this independent review, there
were discussions among reviewers and chairs. A total of ten papers were selected as
full papers, and another three papers were selected as short papers.

We would like to thank everyone who participated in the development of the ATIS
2016 program. In particular, we would give special thanks to the Program Committee,
for their diligence and concern for the quality of the program, and also with their
detailed feedback to the authors. The general organization of the conference also relied
on the efforts of ATIS 2016 Organizing Committee. We especially thank Biplob Ray,
Judy Chow, and Gina Jing for the general administrative issues, the registration pro-
cess, and the maintaining of the conference website.

Finally and most importantly, we thank all the authors, who are the primary reason
why ATIS 2016 is so exciting, and why it is the premier forum for presentation and
discussion of innovative ideas, research results, applications, and experience from
around the world as well as for highlight activities in the related areas. Because of your
great work, ATIS 2016 was a great success.

September 2016 Lynn Batten
Gang Li



Organization

ATIS 2016 was organized by the School of Engineering and Technology, Central
Queensland University (Australia), and the School of Information Technology, Deakin
University (Australia).

ATIS 2016 Steering Committee

Steering Committee

Lynn Batten (Chair) Deakin University, Australia
Heejo Lee Korea University, Korea
Gang Li (Secretary) Deakin University, Australia
Jiqiang Liu Beijing Jiaotong University, China
Tsutomu Matsumoto Yokohama National University, Japan
Wenjia Niu Chinese Academy of Sciences, China
Yuliang Zheng University of Alabama at Birmingham, USA

ATIS 2016 Organizing Committee

Program Co-chairs

Lynn Batten Deakin University, Australia
Gang Li Deakin University, Australia

Conference Advisor

William Guo Central Queensland University, Australia

Organizing Committee

Biplob Ray (Chair) Central Queensland University, Australia
Rudd Rankine Central Queensland University, Australia
Nur Hussan Central Queensland University, Australia
Joy Jenkins Central Queensland University, Australia
Gina Jing (Secretary) Central Queensland University, Australia
Jamie Shield Central Queensland University, Australia

ATIS 2016 Program Committee

Mamoun Alazab Macquarie University, Australia
Moutaz Alazab Melbourne Institute of Technology, Australia
Edilson Arenas Central Queensland University, Australia
Leijla Batina Radboud University, The Netherlands
Liang Chang University of Manchester, UK
Guoyong Cai Guilin University of Electronic Technology, China
Morshed Choudhury Deakin University, Australia



Xuejie Ding Chinese Academy of Sciences, China
Jiaxin Han Xi’an Shiyou University, China
Nur Hussan Central Queensland University, Australia
Meena Jha Central Queensland University, Australia
Rafiqul Islam Charles Sturt University, Australia
Kwangjo Kim KAIST, Korea
Jie Kong Xi’an Shiyou University, China
Heejo Lee Korea University, Korea
Qingyun Liu Chinese Academy of Sciences, China
Yufeng Lin Central Queensland University, Australia
Jiqiang Liu Beijing Jiaotong University, China
Wei Ma Chinese Academy of Sciences, China
Lei Pan Deakin University, Australia
Na Pang Chinese Academy of Sciences, China
Rudd Rankin Central Queensland University, Australia
Biplob Ray Central Queensland University, Australia
Wei Ren China University of Geosciences, China
Zhongzhi Shi Chinese Academy of Sciences, China
Tony de Souza-Daw Melbourne Polytechnic, Australia
Lisa Soon Central Queensland University, Australia
Jamie Shield Central Queensland University, Australia
Jinqiao Shi Chinese Academy of Sciences, China
Dirk Thatmann Technische Universitaet Berlin, Germany
Steve Versteeg CA, Australia
Matthew Warren Deakin University, Australia
Xiaofeng Wang Siemens Research, China
Hongtao Wang Chinese Academy of Sciences, China
Ping Xiong Zhongnan University of Economic, China
Gang Xiong Chinese Academy of Sciences, China
Rui Xue Chinese Academy of Sciences, China
Fei Yan Wuhan University, China
Ziqi Yan Beijing Jiaotong University, China
Feng Yi Chinese Academy of Sciences, China
Xun Yi RMIT University, Australia
John Yearwood Deakin University, Australia
Chengde Zhang Southwest Jiaotong University, China
Yuan Zhang Nanjing University, China
Dali Zhu Chinese Academy of Sciences, China
Liehuang Zhu Beijing Institute of Technology, China
Tianqing Zhu Deakin University, Australia
Tingshao Zhu Chinese Academy of Sciences, China
Yujia Zhu Chinese Academy of Sciences, China

VIII Organization



Sponsoring Institutions

Central Queensland University, Australia
Deakin University, Australia

Organization IX



Invited Speeches



Countermeasures Against Implementation
Attacks on Private and Public-Key

Cryptosystems

Paolo Maistri

Centre National De Ra Recherche Scientifique, Paris, France
paolo.maistri@imag.fr

Abstract. Implementing a secure system is much more complex than providing
a theoretically secure algorithm. Careless implementations can be easily vul-
nerable to a large spectrum of passive and/or active attacks. In this talk, we will
present the most important attacks and a (non- exhaustive) list of possible
countermeasures that will make the attacker’s job a bit harder. Both symmetric
and asymmetric cryptography will be presented, with application examples to
the Advanced Encryption Standard and Elliptic Curve Cryptosystems.

Keywords: Implementation attacks � Cryptography



Current and Emerging Issues in Privacy
and Data Security in Queensland,
Australia and Internationally

Philip Green

Office of the Information Commissioner, Brisbane City, QLD, Australia
Philip.Green@oic.qld.gov.au

Abstract. The increasing pace of technology and the explosion in production
and collection of data has created serious challenges for privacy and data pro-
tection. Australia’s privacy legislation dates back to 1988 and is largely based
on international human rights protections that pre date this legislation. Where
hacktivists or sophisticated hackers can mount attacks in a matter of days or
weeks, government legislators and regulators and procurement processes can
often take years to respond. Queensland's legislation is currently under review
but even since 2009 has not kept up with the technological advances to date nor
is it equipped to deal with the challenges of the future. The Panama leak has
been used to argue that a kind of Moore’s law applies to the magnitude of data
breaches. Governments around the world have taken note and there is interna-
tional debate on where lines should be drawn and the balance been privacy and
security should be struck. Increasingly jurisdictions are investigating mandatory
data breach notification and debating proportionality in terms of counter ter-
rorism, privacy and other civil rights and ethical issues. Business and Govern-
ment are looking for productivity gains and customer focused solutions to be
had from big data and data analytics. Queensland’s Privacy Commissioner will
discuss emerging issues in privacy and data protection in Australia, the
Queensland State and Internationally. In an increasingly connected and wired
world, the challenges cannot be ignored and the stakes are high. Data security
becomes of life threatening proportions in a virtual operating theatre or in a
world of autonomous vehicles which is rapidly approaching.

Keywords: Data protection • Privacy
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A New Sign-Change Attack
on the Montgomery Ladders

Lynn Margaret Batten(&) and Mohammed Khalil Amain

Deakin University, Burwood, Australia
{lmbatten,mkamain}@deakin.edu.au

Abstract. In the 1980s, Peter Montgomery developed a powerful, fast algo-
rithm for calculating multiples of field elements. Over subsequent years, the
algorithm was adapted to work in arbitrary abelian groups. By the year 2000, it
had been developed further to resist standard power and timing attacks and
became known as the ‘Montgomery ladder’. In the literature, the focus of this
algorithm has been to compute from most to least significant bit, known as the
‘left-to-right’ version. In this paper, we first resurrect the corresponding
‘right-to-left’ version of the Montgomery powering ladder and then demonstrate
a new attack on both versions in the context of elliptic curves.

Keywords: Montgomery ladder � Elliptic Curve � ECDLP � Sign change attack

1 Introduction

In the papers [1, 2], Peter Montgomery introduced ideas for speeding known methods
of factorization; the focus was on efficiency. His principal context was finite fields with
a multiplicative operation, but he also considered the elliptic curve case with an
additive operation in the later paper. Since those papers appeared, a number of authors
have developed from them efficient algorithms for point addition in the elliptic curve
case, and these have been determined to be resistant to a number of modern day side
channel attacks. What has come to be known as the ‘Montgomery powering ladder’ has
been studied extensively by Joye and Yen in [3] and by Joye in [4]. In particular, in
Sect. 4.1 of [3], both ‘left-to-right’ and ‘right-to-left’ versions of Montgomery’s
algorithm are presented in Fig. 6, the former starting with the most significant bit and
the latter with the least significant bit of the exponent. The authors note that these
algorithms are highly regular in the sense that when any bit of the exponent is being
processed, the two operations of multiplying and squaring are used together, which
prevents a power or timing analysis to distinguish between such operations. However,
the authors of [3] also note that the algorithms of their Fig. 6 contain ‘dummy’
operations when a bit of the exponent is 0, making them susceptible to ‘safe-error’
attacks. The authors then modify the left-to-right version in their Fig. 7 which makes
no use of dummy operations. This last algorithm is what is typically now known as the
‘Montgomery powering ladder’ (e.g. [5–7]). Our aim in the current paper is to first
resurrect the corresponding dummy-free right-to-left version of the Montgomery
powering ladder and then to demonstrate a new attack on both versions.

© Springer Nature Singapore Pte Ltd. 2016
L. Batten and G. Li (Eds.): ATIS 2016, CCIS 651, pp. 3–14, 2016.
DOI: 10.1007/978-981-10-2741-3_1



In Sect. 2, we describe briefly the types of attacks against scalar multiplication
elliptic curve algorithms, with a focus on the Montgomery powering ladders. Section 3
provides the necessary background on Weierstraß elliptic curves and also the special
‘Montgomery elliptic curves’. Section 4 describes both versions of the Montgomery
powering ladders as used in this paper. Sects. 5 and 6 are the main focus of the paper,
describing our attack in detail, followed by examples computed with Maple software
[8]. Section 7 briefly summarizes our work.

2 Physical Attacks on Elliptic Curves

For any positive integer k and point P on the elliptic curve E, by kP we mean P added
to itself k times. The underlying security of the use of elliptic curves in cryptography is
based on the difficulty, believed to be mathematically NP-hard [9], of finding the scalar
multiple k when P and Q = kP are known. This is referred to as The Discrete Loga-
rithm Problem for elliptic curves (ECDLP).

Because attacking the mathematical structure in order to recover the secret k is
believed to be extremely difficult, a number of alternative types of attacks on the
implementation of the scalar multiple algorithm have been developed over many years.
Common so-called ‘side channel attacks’ in the literature are based on power, elec-
tromagnetic reading and timing, which are aimed at distinguishing between operations
while the algorithm is performed. In all cases, there is an assumption that the attacker
has sufficient access to the device to be able to perform the attack. Good review articles
on these attacks are available; for example [5, 10].

In this paper, our interest is in a second important type of attack, called a ‘fault
attack’, introduced in the late 1990s [11] and classified by the literature into safe error,
weak curve-based and sign change attacks. The first of these induce temporary faults
into cryptographic computations with the aim of leaking key bits as shown in Joye and
Yen in [11, 12] and in [3]. The second type moves computations from a strong elliptic
curve onto a weak elliptic curve. The third type works directly on the original curve and
introduces sign changes to points used in the computation.

Algorithms in which the computations made take the same amount of time are
referred to as regular. Such algorithms are resistant to (simple) power, timing, and safe
error attacks [4].

In the present paper we focus on the regular point addition algorithms due to
Montgomery which are benchmarks for algorithms based on the common ‘double and
add’ method for elliptic curves [5]. There are two versions, one using the bits of the
scalar multiple from most to least significant bit and the other in the opposite direction.
Algorithms 1A, 1B (a minor efficiency improvement on 1A) and 3 of later sections
demonstrate these two directions; regularity is evident by the fact that in all three
algorithms, an addition is always followed by a doubling. The authors of [3] give a
comprehensive analysis of our target algorithms, focusing on the ‘left to right’ version
which they refer to as the ‘Montgomery powering ladder’ (their Fig. 7), and discuss a
range of attacks against which it is resistant; they argue that because of its speed and
secure implementation it is highly suitable for use on constrained devices. When the
powering ladder is used on the special class of Montgomery curves described in Eq. (5)

4 L.M. Batten and M.K. Amain



of Sect. 3 along with the addition operations described in Eqs. (6) and (7), it is resistant
against weak curve-based attacks [5].

In this paper, we implement a sign change attack on both left-to-right and
right-to-left versions of the Montgomery powering ladder. Like all physical attacks, we
assume that we can access the device, and in our case, we require the ability to write to,
read and erase from Erasable Programmable Read-Only Memory (EPROM). How this
is done practically (especially in an IoT context) can be viewed on the YouTube video
at https://www.youtube.com/watch?v=vUDP1XTmF9A. Our attack has some features
of the work of Yen and Joye in [11] where that paper gives a detailed theoretical
description of the placement of faulty bits in registers during the computations of an
exponentiation algorithm.

The next section describes two types of elliptic curve equations, one a completely
general situation over a field of any characteristic referred to as the Weierstraß elliptic
curve, the other, due to Montgomery and designed specifically for speed and efficiency
with use of the powering ladder.

3 Weierstraß and Montgomery Elliptic Curves – Background

Elliptic curves form the basis of an efficient cryptosystem which is often chosen for
implementation on small devices, such as those which would be used to authenticate
messages in an IoT scenario. The general affine version of the elliptic curve equation,
as taken from the monograph [13] by Blake, Seroussi and Smart, is known as the
Weierstraß elliptic curve equation and is given by:

y2 þ a1xy þ a2y ¼ x3 þ a3x2 þ a4x þ a5 ð1Þ

where the constants ai are from a fixed finite field GF(q) of any characteristic ≥ 2, and
q is a prime power. (We have taken the liberty of labelling the coefficients in a slightly
different way than that of Eq. (3.3) in [13].) Using E to refer to such a curve, we then
use the notation E(Fq) to indicate that the coefficients are from GF(q).

The points of such a curve, along with an additional ‘point at infinity’, which acts
as the identity and for which we use the symbol O, form an abelian group under an
operation ‘+’ on the points defined algebraically by the Eqs. (3) and (4) given below
[13; Chap. 3]. This ‘+’ operation can be defined regardless of the characteristic of the
field. Points on the curve are represented as affine pairs (x, y) where each of x and y
come from GF(q) and satisfy the Eq. (1).

For any point P = (x, y) on E, the negative of P is defined to be the point

� P ¼ x; �y� a1x �a2ð Þ: ð2Þ

As mentioned on p. 33 of [13], this definition applies for all finite field charac-
teristics. We define P + (– P) to be O.

In order to define the addition of two points (other than the pair P and –P) on E, we
introduce some further notation to simplify the formulas. Let P1 = (x1, y1) and
P2 = (x2, y2) be distinct points on E. In case P1 = P2 or P1 ≠ P2, coefficients α and β

A New Sign-Change Attack on the Montgomery Ladders 5
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can be defined as described in [13] allowing us to derive the sum of P1 and P2 using
the same equations. In fact, letting P1 + P2 = (x3, y3), then the coordinates of this sum
in both cases above are given by:

x3 ¼ a2 þ a1a� a3� x1� x2; ð3Þ

and

y3 ¼ � a þ a1ð Þx3� b� a2: ð4Þ

In the late 1980s, Montgomery developed a revised form of (1) in order to speed up
elliptic curve factorization methods [2]. The general version of these Montgomery
curves, for prime order fields of characteristic > 3, in affine form is given by:

By2 ¼ x3 þ Ax2 þ x ð5Þ

where A and B are elements of the underlying field.
As pointed out by Hamburg in [14], over fields of prime characteristic congruent to

3 modulo 4, the curve in (5) is equivalent to one with B = 1, whereas this is not the
case for fields of prime characteristic congruent to 1 modulo 4.

Computations on an elliptic curve can be performed in affine or in projective
coordinates. However, the authors of [15] advise that not transferring back to affine
coordinates before output provides an adversary with the opportunity of capturing some
side-channel information from the projection as has been shown in [16]. In the present
paper, we will stay with affine point representation.

Based on the Eq. (5), the x-coordinate values are computed as follows [2] for 2(x, y):

x2P ¼ x2�A
� �2�8Bx
h i

=½4 x3 þAx þ B
� �� ð6Þ

for P1 = (x1, y1) and P2 = (x2, y2) with x1 ≠ x2, letting xR be the x-coordinate of the
sum and xR0 be the x-coordinate of the difference P1 – P2:

xR ¼ 2 x1 þ x2ð Þ x1x2 þAð Þ þ 4B½ �= x1� x2ð Þ2� xR0 : ð7Þ

We refer to Eqs. (6) and (7) as the Montgomery point addition formulas.
While Montgomery curves proved efficient for use in elliptic curve factorisation

methods, especially in conjunction with the Montgomery ladders [14], the curves have
been found to be too specialised for general use in most international standards used
today, including ANSI, IEEE and SEC (e.g. [17]). The efficiency benefit of Eqs. (6)
and (7) is that only the x-coordinate of points is used at each stage; however, the major
drawback with using (7) is that it requires that we be able to produce a difference of two
points. Izu, Möller and Takagi comment on this issue in [18] and in [17], where the
doubling and addition operations are separated. Efficiency is achieved by writing the
multiplier k as a sum of powers of 2 and producing repeated doublings of the point
using (6) until sufficiently many have been acquired. At this stage, however, in order to

6 L.M. Batten and M.K. Amain



produce the value for Q = kP, point additions of random points must be made, and thus
the need for point differences becomes problematic. The authors of [18] deal with this
situation by use of a ‘YRecovering’ algorithm given in Appendix A.5 of their paper.
Alternatively, Eqs. (3) and (4) can be used throughout instead of (6) and (7), and this is
our choice.

None-the-less, the ‘right-to-left’ and ‘left-to-right’ algorithms produced by Mont-
gomery for point additions (actually first proposed in the context of RSA), and made
explicit on p. 7 of [3], are still much in demand for point doubling which is the major
phase of the fast exponentiation procedure in point scalar multiplication especially over
curves with form (5).

In our case, we focus on an attack in which many additions, which are not dou-
blings are required. We therefore use the addition formulas of (3) and (4); an additional
benefit for us is that these provide both coordinates of the sum which we can then
compare with our target point.

4 The Montgomery Ladder – Background

The Montgomery powering ladder, introduced in [2] to assist in speeding up elliptic
curve factorization methods, has been analysed in many papers in the last twenty years
and is still used as one of the benchmarks of elliptic curve computations of point
multiples (e.g. [5]). While it was initially introduced for use with the Montgomery
curve equations, the authors of [3, 19] explain how it can be adapted to work with any
abelian group, and so to any elliptic curve group represented by the form (1). In fact, it
is currently one of the three most commonly used standards for elliptic curve scalar
multiplication [6], the others being the Coron ‘Add-and-double always’ algorithm
which is Algorithm 1’ of [20], and the Add-Always scalar multiplication method of
Joye [4; Algorithm 3]. In all three algorithms, the computations made take the same
amount of time, without the use of dummy operations, giving them the attribute
‘regular’. Despite that, all are vulnerable to some recent attacks.

Any algorithm for point scalar addition inputs a secret multiplier in bit format; the
algorithm may then begin with either the most significant bit or the least significant bit.
Left-to-right versions have some advantages; one being that the first bit can be assumed
to be 1, and so the algorithm can actually begin with the second bit.

The aim of this paper is to attack the ECDLP for both right-to-left and left-to-right
versions of the Montgomery powering ladder; we deal with the left-to-right version in
Sect. 5 and the right-to-left version in Sect. 6. When using bits of k from left-to-right,
we can always assume that the first bit is 1. In this case, there are two ways to establish
the algorithm computing multiples of P: either begin from the left-most bit, or begin
from the second bit from the left. For small values of k, the latter method saves one
round in the loop and so is more efficient than the former method; however, for very
large values of k, there is little saving in efficiency between the two methods. In the
next sections, we present the Montgomery algorithms corresponding to each method
and explain the minor differences in our attack on them.

A New Sign-Change Attack on the Montgomery Ladders 7



5 Our Attack on the Left-to-Right Montgomery Algorithm

Algorithm 1A (taken from [3; Fig. 7] where it is presented in multiplicative form)
describes the Montgomery powering ladder with left-to-right scalar multiplication
beginning the point additions from the left-most bit, while Algorithm 1B (taken from
[5; Algorithm 1]) describes the Montgomery powering ladder with left-to-right scalar
multiplication beginning the point additions from the second bit from the left. We
attack both.

The input of both algorithms is a t-bit secret key k = (kt, kt-1,…, k1) in binary form,
a known base point P, which belongs to the known curve E(Fq) over the field GF(q).
The output is the known point Q = k*P. However, Algorithm 1B assumes that kt = 1
and does not use this bit. Both algorithms initiate R(0) as an intermediate variable used
to store the scalar additions of P; the first algorithm begins with the identity O while the
second begins with the point P. Note that after the step with i = t in Algorithm 1A, we
are at the same position as in line 2 in Algorithm 1B because kt = 1.

The addition operation used is that of scalar addition and can use Eqs. (3) and (4) or
(6) and (7). In our examples in this section and the next, we use addition point formulas
(3) and (4).

Our Attack on the Montgomery Ladders of Algorithms 1A and 1B
We assume that each algorithm is stored in EPROM on a chip to which we have access
and on which we can induce faults during the processing of the algorithm. While the
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curve, field, and points P and Q are public knowledge and available on the chip; we do
not know k nor the value of t, but do know that the bits of k are stored in registers on
the chip and were used in processing the output Q. When we access the chip’s
EPROM, we assume that the bits of k used (in the case of Algorithm 1A, these are kt,
kt-1, …, k1 and in the case of Algorithm 1B, these are kt-1, kt-2, …, k1) are accessible in
order from left to right. We assume that we can access the chip immediately after the
addition algorithm has been run and that the bits of k are still stored in the registers.

Our attack makes changes to produce algorithms which capture the binary values of
k and our approach is based on ideas concerning the ‘safe error attack’ on elliptic curve
crypto-systems described in [11] in which the attacker injects a fault into the inter-
mediate calculation values of multiples of P, and from this, deduces a bit value of the
secret k. As usual, we assume that the attacker has the necessary access to the hardware
on which the algorithm runs.

A New Sign-Change Attack on the Montgomery Ladders 9



Our attack is described in Algorithm 2 and based on Algorithm 1B. We assume that
pointers point to the bits kt-1, … k2, k1 stored in this order in memory, which we can
then access in order labelling the pointers as we go beginning with 2 and increasing
through point additions until we arrive at Q, at which point we can determine the length
of k. Along the way, the captured bits of k are stored in values d2, d3 … dt-1, dt. The
attack is based on the introduction of a significant error, using – P instead of P at some
points in the point addition process. In order to avoid confusion, we set – P to be the
value X, and to avoid forensic discovery of this error, we correct it at line 3.4.

The same attack works against Algorithm 1A with the minor changes of setting R
(0) to O, R(1) to P and e to 1.

Example of our Attack on the Montgomery Ladder of Algorithm 1B
We implement our attack in software using Intel (R) Core (TM) i7-4500 CPU 2.4 GHZ
with 8 GB RAM as a hardware platform and Windows 7 as the operating system.
Maple 18 [8] was chosen as the software platform as it contains a cryptography
package designed for elliptic curve arithmetic operations.

Here, we demonstrate the attack on aWeierstraß curve, using point addition formulas
(3) and (4) in the computations, so that both coordinates are evaluated in each step.

We use the curve y2 = x3 + x + (3w + 3) over GF (52) where w is a solution of the
irreducible polynomial x2 + 4x + 2 over GF(5), and so w2 = w+3. We choose the
point P = (0, 2w + 1), value k = 6 and using Algorithm 1B, compute Q = (2w + 2, 3).
Based on the general Weierstraß equation (1), the coefficients are: a1 = 0, a2 = 0,
a3 = 0, a4 = 1, a5 = 3w + 3. We also need –P which, from Eq. (2), is (0, 3w + 4).

Maple will not directly compute elliptic curve points for GF (52) using the inbuilt
commands. We therefore used as many of the Maple commands as we could and did
the remaining work by hand.

Because k is 110 in binary form, Algorithm 1B will run through two complete
iterations, in each of which it will produce a bit of k. It will stop at the beginning of the
third iteration after checking that R(0) has reached Q. The steps are given below.

Step 1
>R(0) = P=[0, 2w + 1]
>R(1) = 2P = [3w + 4, 3w + 2]
> e = 2;
Step 2
X = – P = [0, 3w + 4];
Step 3
Iteration 1
Since R(0) ≠ Q, continue
Z = R(0) = [0, 2w + 1]
N = R(0) + X=P + (–P) = O
Since k2 = 1 then R(¬k2) = R(0) + X = P + (–P) = O
Since R(¬k2) = R(0) = N we set d2 = 1 and ‘eliminate error’: R(¬k2) by
R(¬k2) = Z = P = [0, 2w + 1]
R(¬k2) = R(0) = R(0) + R(1) = P+2P = 3P = [4w + 3, 4w + 3]
R(k2) = R(1) = 2R(k2) = 2R(1) = 4P = [2w, w + 3]
Set e = e + 1 = 3 updating the pointer
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Iteration 2
Since R(0) ≠ Q, continue
Z = R(0) = 3P = [4w + 3, 4w + 3]
N = R(0) + X=3P + (–P) = 2P = [3w + 4, 3w + 2]
Since k3 = 0 then no value is added to X and stored in R(¬k3)
Since R(¬k3) = R(1) ≠ N we set d3 = 0 and no error occurs in R(¬k3)
R(¬k3) = R(1) = R(0) + R(1) = 3P + 4P = 7P = [2w, 4w + 2]
R(k3) = R(0) = 2R(k3) = 2R(0) = 6P = [2w + 2,3]
Set e = e + 1 = 4 updating the pointer
Iteration 3
Since R(0) = Q = 6P = [2w + 2, 3] then the iterations end.
Set t = e – 1 = 3

We output the final value of k as the components of the triple (1, d2, d3) which is 110.

6 Our Attack on the Right-to-Left Montgomery Algorithm

While there appears to be no algorithm in the literature cited as being the right-to-left
equivalent of Algorithm 1A, we take the right-to-left version of the EC equivalent of
Fig. 6(b) of [3] which we modify to be suitable for elliptic curves. The details are
shown in Algorithm 3. Because the algorithm begins from the right, it must start with
the least significant bit.

Algorithm 3 initiates R(0) as an intermediate variable used to store the additions of
P, beginning with the identity point. R(1) is initiated to P. Then the algorithm enters a
for loop from 1 up to t. In each iteration, R(1) is stored in the dummy variable G and
when the loop ends, the value in R(0) will be the final result of k*P. As in the previous
section, addition is based on Eqs. (3) and (4).

Our Attack on the Montgomery Ladder of Algorithm 3
Regarding access to memory and which values are known or unknown, we make the
same assumptions here as for the attack on Algorithms 1A and 1B. The attack is shown
in Algorithm 4.

In this attack, the pointer is first set to the right-most bit (labelled 1) and moves left
until the value of the storage R(0) reaches Q. At this stage, we capture the value of t and
can output all t bits of k.
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Example of our Attack on the Montgomery Ladder of Algorithm 3
We use the same experimental environment and addition operations as for the attack of
the previous section.

The chosen curve is of Montgomery type:
y2 = x3 + 356055934632865372341974084664 x2 + xwith P = (737747, 724721),

Q = kP = (381223423435010802669304184279, 3241866797453503498032180028
49) where k = 8957 and the prime field is GF(1083948976932424618521046268491).

We use point addition formulas (3) and (4) in the computations. We do not give the
Maple code here for lack of space, but the steps are similar to those in our example for
Algorithm 2. Steps 1 and 2 set up R(0), R(1) and X; in Step 3, the error is introduced
and b is used as a variable storing a bit. The correct value of the current multiple of P is
always stored in R(0). The loop continues until R(0) = Q.

Algorithm 4. Negative base point attack on Montgomery powering ladder right-to-left scalar 
multiplication
INPUT: The elliptic curve E, field Fq over which it is defined, points P and Q on E(Fq).
Access to Algorithm 3 on hardware containing the stored (in right to left order) bits of the (secret) 
value k where Q=kP.
OUTPUT: k in binary form.
1. R(0)            O, R(1)           P, e 1
COMMENT: assign pointer label e          1, through the loop store the bits of k in order in the de.
2. X= – P.
COMMENT: Inject error by using X instead of P in addition operations
3. While R(0) Q do  
3.1 E          R(0)
3.2 G          R(1)
3.3 b          1– ke

3.4 N           R(0) + X
3.5 If b=0 then

R(b)           R(0) + X
End If

3.6 If R(b) = N then
{ de 1

COMMENT: Eliminate the error in R(¬ ke) by replacing fault value by a correct value stored in E
R(b)=E}

Else
de 0

End If 
3.7 R(b)         R(0) +R(1)
3.8 R(1) G
3.9 R(1)           2R(1)
3.10 Print de

3.11  e e+1
End While loop

4. set t e-1
5. k= (dt, dt-1, . . . , d2, d1)
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7 Summary Discussion

This paper has focused on the Montgomery powering ladder, which has been of great
interest in several contexts since the middle of the 1980s. The left-to-right version,
Algorithms 1A and 1B as presented here, has proved to be resistant to a number of
traditional attacks on such algorithms. Until today, not much emphasis has been placed
on the comparable right-to-left version; however, in this paper, we present this as
Algorithm 3, and point out that this version is as resistant to attack as its counterpart.

The emphasis of our paper is a sign-change attack against both of these algorithms.
The attack assumes that we have access to a device on which the algorithms ran and
can therefore capture the key bits stored in the registers. Blömer et al. [21] suggested a
countermeasure against sign change attacks based on an ‘after-the-fact’ check for
errors; however, this does not prevent our attacks as we eliminate errors as we go.
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Abstract. The cube attack is an algebraic attack that allows an adver-
sary to extract low degree polynomial equations from the targeted cryp-
tographic primitive. This work applies the cube attack to a reduced round
version of ACORN, a candidate cipher design in the CAESAR crypto-
graphic competition. The cube attack on 477 initialization rounds of
ACORN can recover the 128 bit key with a total attack complexity of
about 235. We have also shown that linear equations relating the initial
state of the full version of ACORN can be easily generated which can
lead to state recovery attack with an attack complexity of about 272.8.
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1 Introduction

The cube attack is an algebraic cryptanalysis method introduced by Dinur and
Shamir at EUROCRYPT 2009 [1]. The attack is applicable to a wide variety of
symmetric ciphers. In this paper, we analyze the applicability of the cube attack
to the authenticated encryption (AE) stream cipher ACORN.

ACORNv1 [2] is a binary feedback shift register based AE stream cipher sub-
mitted to the Competition for Authenticated Encryption: Security, Applicability,
and Robustness (CAESAR) [3] in May 2014. ACORNv1 is one of the cipher pro-
posals selected for the second round of CAESAR. In September 2015, a tweaked
version named ACORNv2 [4] was included in the second-round submission of
the CAESAR competition.

Both versions of ACORN use a 128-bit secret key and a 128-bit initialization
vector. The cipher provides authentication and encryption functionality for the
input message. Encryption is performed by XOR-ing the plaintext message bit-
stream with the binary keystream output by the keystream generation function.

c© Springer Nature Singapore Pte Ltd. 2016
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Message authentication is provided by a 128-bit tag computed from the plain-
text message, secret key and the initialization vector. The cipher also provides
authentication but not encryption for associated data (AD) if required.

2 ACORN Specification

ACORN uses a 128-bit key, K ∈ {0, 1}128 and a 128-bit initialization vector,
V ∈ {0, 1}128. The cipher takes a plaintext message P ∈ {0, 1}∗ of arbitrary
length lp within the range 0 ≤ lp ≤ 264. The input to the cipher may also
include associated data D ∈ {0, 1}∗, again of arbitrary length ld within the range
0 ≤ ld ≤ 264. The associated data does not require confidentiality and so is not
encrypted, but an integrity mechanism is applied. The output of ACORN con-
sists of ciphertext C ∈ {0, 1}lp and an authentication tag T ∈ {0, 1}64≤ltag≤128,
where ltag denotes the size of the tag. The designer of the cipher strongly rec-
ommends the use of a 128-bit tag. The structure of ACORN is based on six
binary linear feedback shift registers (LFSRs) of lengths 61, 46, 47, 39, 37 and
59, respectively, and an additional 4 bit register. This gives the cipher a total
internal state, S = {s0, · · · , s292} of 293 bits.

Operations performed in the ACORN stream cipher can be divided into four
phases: Initialization, Encryption, Tag Generation and Decryption & Tag Verifi-
cation. The differences between ACORNv1 and ACORNv2 occur mainly in the
initialization phase and in the varying feedback functions used in the specific
rounds of different phases. For the rest of the paper, unless specifically men-
tioned, ACORN will refer to both versions: ACORNv1 and ACORNv2. Figure 1
shows the generic diagram of ACORN encryption and decryption procedure.

ACORN uses three functions: an output keystream generation function, fz,
a nonlinear feedback function, f , and a state update function. ACORN state
update function uses the output of the nonlinear feedback function and the input
message, M to update internal state of the LFSRs. Depending on the phase the
cipher is in, the input message M can denote either the key, initialization vector,
padding vectors, associated data or plaintext. All of the register stages in the
internal state are updated linearly except for the last register stage, s292. The
last register stage, s292, is updated by combining the output of the nonlinear
feedback function f with the input message M . Different variants of the feedback
function f are used in different phases of the cipher. The output keystream
generation function, fz takes input from several register stages and generates a
single keystream bit output at each round of the encryption/decryption phase
and during the final ltag rounds of the tag generation phase.

During the initialization phase, ACORN takes as its input message, M , a
sequence formed by the concatenation of the key, initialization vector, padding
bits and associated data. Note that, in the original description of ACORN the
designer considered only loading of the key, initialization vector and the padding
bits as part of the initialization phase. However, we consider the associated
data loading process as part of the initialization phase, because no keystream
bits are output until after that process is complete. The initialization phases
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Fig. 1. Generic Diagram of ACORN

in ACORNv1 and ACORNv2 differ with respect to the feedback function used
during the different rounds of the cipher, and also in the selection of the padding
bits. For ACORNv1, the padding bits are constant whereas in ACORNv2 the
padding bits are derived from the key bits. Both versions of ACORN have an
initialization phase of ld + 2048 rounds.

The encryption procedure is same for both ACORNv1 and ACORNv2. The
cipher takes the plaintext, P , as the input message, M , and computes the output
ciphertext, C, by XOR-ing the output keystream Z and plaintext P .

After all the plaintext bits have been processed, the keystream generator goes
through a 1024 round finalization process. During these 1024 rounds, the input
message M is a 1024-bit padding vector consisting of one bit with value 1 followed
by 1023 bits of value 0. The difference in the finalization phase of ACORNv1 and
ACORNv2 is the feedback function used during the different rounds. During the
last ltag rounds of the finalization phase, the output bits Z are computed and
used as the tag.

The decryption procedure is the same as the encryption phase except that at
each round the decrypted plaintext P ′ is computed by XOR-ing the ciphertext
bit C with the corresponding keystream Z and this bit is fed back in to the
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internal state instead of the original plaintext. After all the ciphertext bits have
been processed, the tag verification process first generates the tag using the same
tag generation procedure as used earlier. Finally, the tag is verified by matching
the generated tag with the received tag from the sender.

3 Cube Attack

The cube attack was introduced by Dinur and Shamir at EUROCRYPT 2009 [1].
The attack can be seen as a generalization of the Higher Order Differential attack
[5] and the Algebraic IV differential attack (AIDA) [6]. The goal of the attack
is to recover the secret key of a cryptosystem. In the original attack model,
the adversary is given a blackbox that evaluates an unknown polynomial, Q
constructed over lk secret variables and lv public variables. The adversary is
also assumed to have access to a single output bit. This is a chosen plaintext
attack which initially was applied to a reduced round version of the Trivium
stream cipher [1,7]. Later, several other symmetric ciphers were analyzed based
on this attack [8–10].

A cube attack is a kind of algebraic attack which aims to recover the secret
variable of a cryptographic scheme by manipulating and solving the polynomial
equations defined by the scheme. Most of the symmetric cryptographic schemes
can be defined by a single master polynomial over GF (2), which contains some
secret variables (e.g., secret key) and public variables (e.g., plaintext, ciphertext,
initialization vector). The variants of the equations can be derived by changing
these secret and public variables. The idea of the cube attack is to generate
sufficient number of closely related low degree equations by manipulating the
public variables. An adversary can then solve the generated low degree equations
to recover the secret variables of the cryptosystem. The low degree equations are
derived by evaluating the master polynomial over all the possible values of some
specific public variables and then summing the resultant equations. This is called
the cube attack since we sum over all the possible values of the n-dimensional
Boolean cube. The observation found here is that, if an appropriate cube was
chosen then summing over all the possible values of the cube will eliminate all
the higher degree terms from the resultant equation. In general, the cube attack
is performed in two phases: Preprocessing phase and Online phase.

3.1 Preprocessing Phase

In the preprocessing phase the adversary has access to both the public and secret
variables. The goal of this phase is to construct linear equations in terms of the
secret variables by using suitably chosen cubes. Let the blackbox polynomial,
Q(K,V ) be constructed over the set of lk secret variables in K and lv public
variables in V . Let K = {k0, · · · , klk−1} denote the set of the secret variables and
V = {v0, · · · , vlv−1} denote the set of the public variables of the cryptosystem.
The adversary manipulates these secret and public variables to construct a linear
variant of the blackbox polynomial, Q.
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In the preprocessing phase, the adversary selects a cube of size lc by ran-
domly choosing lc of the public variables vi ∈ V . This selected subset of the
public variables is known as the cube. The blackbox polynomial is evaluated
and summed over all the possible values of this cube to determine if there exist
any linear equation for that selection of the cube. The rest of the values of the
public variables are usually set to zero. Let Qc denote the equation obtained
after summing over all the possible values of the cube.

At first, a linearity test is performed to verify that the equation obtained
for the chosen cube is linear. This can be done by using the BLR test [11],
which chooses two random input vectors x, y ∈ {0, 1}lk and then verifies that
Q[0] + Q[x] + Q[y] = Q[x + y]. This is a probabilistic test which indicates Qc is
non-linear if the test fails. For randomly chosen x, y, the BLR test can detect
non-linearity in Qc with a probability of 0.5. Therefore, if Qc passes the BLR
test j times, then the probability of it being non-linear is 2−j .

The adversary finds out the linear relation if the chosen cube passes the
linearity test. To find out the linear coefficients of the secret variable ki for a
particular cube, the adversary sets ki to 1 and all the other secret variables are
set to zero. The public variables are set to zero everywhere except the lc cube
bits. Summing over all the possible values of the cube bits will give one bit of
output which is the linear coefficient of ki. The constant (either 0 or 1) in the
linear equation for any cube is computed by summing over all the possible values
of the cube with input values of zero everywhere except the chosen cube. This
procedure is done to find out all the linear coefficient of the secret variables.
The left hand side of the linear expression is then reconstructed once all the
coefficients for the particular cube have been found. In the preprocessing phase,
the adversary performs the procedure for different combinations of cubes and
tries to find out sufficient number of cubes which output a linear equation. Note
that not all choices of the cube will result in a linear equation.

3.2 Online Phase

In the online phase the adversary has access to the public variables and the cubes
obtained during the preprocessing phase, to try to recover the secret variables.
An adversary evaluates and sums the output of the master polynomial over all
possible values of a cube to determine the right hand side of the corresponding
linear equation. The resultant equations then can be solved by Gaussian elim-
ination to recover the secret variables. Algorithm 1 provides a pseudo-code for
the generic cube attack.

4 Cube Attack on ACORN

This section provides a description of the application of the cube attack to the
authenticated encryption stream cipher ACORN. The attack can be performed
either in the initialization phase, encryption phase or in the decryption phase.
ACORN does not take any external input during the tag generation phase and
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Algorithm 1. Algorithm for Cube Attack
Inputs: Output kesytream bits, Number of linearity test, Initial cube size, Number
of cubes tested
Output: Secret variables of the cryptosystem
Preprocessing Phase
Select a random cube: Estimate the degree, d of the polynomial, choose a initial cube
size lc ≤ d − 1 and select a subset of lc public variables vi
Do the linearity test and construct the linear equation
for Number of Cubes Tested do

for Number of linearity test do
if nonlinear then

if Cubes Tested < Number of Cubes Tested then
Select another cube of size lc and do the linearity test

else
Increase the number of cube variables lc

end if
else

Compute the coefficients of the secret variables by summing over all the pos-
sible values of the cube
if all the coefficients are zero then

Select another subset of lc public variables
else

Output the coefficients and construct the linear equation
end if

end if
end for

end for
Do the preprocessing phase till sufficient number of linear equations are generated
Online Phase
Find the right hand side of the linear equations:
for Each possible cube found in prepreocessing phase do

Compute the output bit
Sum all the output bits for all the possible values of the cube

end for
Solve the linear equations to recover the secret variables

therefore a cube attack is not applicable in this phase. In the following, we discuss
the applicability of the cube attack to the initialization and encryption phases
of ACORN.

4.1 Cube Attack During the Initialization Phase

In the initialization phase the key, initialization vector and associated data are
loaded in to the internal state of ACORN. In general, the cube can be selected
either from the input key, the initialization vector or the input associated data
set. However, an adversary needs to have the ability to manipulate the key bits
if the cube bits are chosen from the input key. On the other hand, the attack
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scenario falls under the nonce-reuse scenario when the cube bits are chosen from
the associated data set. This is since multiple associated data will be authen-
ticated using the same key and initialization vector, if we choose to select the
cube bits from the associated data set. The designer of ACORN does not claim
any security when the same initialization vector is used with a given (the same)
key to encrypt or authenticate multiple sets of data.

We consider the scenario where the cube is chosen from the initialization
vector set. This requires the preprocessing phase to identify suitable cube bits
chosen from the input initialization vector, which generate linear equations in
terms of the key bits. Each of the linear equations is computed by summing the
output function of ACORN for all the possible values of the corresponding cube.
Therefore in the online phase, an adversary first needs to compute the right
hand side of these equations for the corresponding cube. This follows the chosen
plaintext model, where an adversary encrypts the plaintext with the key and cho-
sen initialization vectors (varying the cube bits obtained from the preprocessing
phase) and sums the output bits over n-dimensional Boolean cube to compute
the right hand side of the corresponding equation. The secret key can be recov-
ered by solving these equations if sufficient number of equations are generated.
The attack requires an output bit from the ACORN output function for nc ×2lc
chosen initialization vectors where nc and lc represent the total number and the
length of the cubes, respectively. So, the complexity of finding the right hand
side of the linear equations during the online phase of the attack is no more than
nc × 2lc . This will be followed by solving the equations using Gaussian elimina-
tion, which will require approximately n3

c operations when nc = 128. Thus the
total complexity of the attack is about nc × 2lc + n3

c . If the equations generated
are insufficient, i.e., nc < 128, an adversary can achieve partial key recovery by
solving the equations and the rest of the key bits can be found by exhaustive
search.

4.2 Cube Attack During the Encryption Phase

In the encryption phase, plaintext bits are loaded in to the internal state of
ACORN. Therefore plaintext can be considered as the public variables in this
phase and cubes can be chosen from the input plaintext set. In this case, during
the preprocessing phase an adversary manipulates the plaintext bits to generate
linear equations in terms of the state bits. The linear equations are computed
by summing the output function of ACORN for all the possible values of the
corresponding cube. In the online phase, the adversary first needs to find the
right hand side of these equations. This is a chosen plaintext attack, where an
adversary encrypts the chosen plaintext (varying the cube bits obtained from
the preprocessing phase) with the same key and initialization vector and sums
the output bits over n-dimensional Boolean cube to compute the right hand
side of the corresponding equation. Finally the initial state of the cipher can be
recovered by solving the generated equations if sufficient equations are generated,
i.e., nc = 293. The attack requires the output bit from the ACORN output
function for nc ×2lc chosen plaintext vectors. Following the similar computation
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as shown in the previous section, the total attack complexity of the state recovery
attack requires about nc × 2lc + n3

c operations.
Unlike the initialization phase, the encryption phase of ACORN does not

need to go through a large number of rounds before producing the output bits.
So the degree of the output polynomial is expected to be low if an adversary
searches for the cube bits from the plaintext variables. Note that cube attack
is more effective on low degree polynomials since a lower degree polynomial
will require a smaller cube size. For ACORN an adversary can manipulate the
plaintext bits to generate linear equation from the 58th round of the encryption
phase when the first plaintext bit p0 reaches to the output keystream generation
function fz. The degree of the output polynomial of ACORN at the 58th round
of encryption phase is only 3. Therefore, at that point of the encryption phase
an adversary needs a cube size of 2 at most. This makes it trivial to find linear
relations in terms of the state bits.

Note that this attack falls under the nonce-reuse scenario. This means an
adversary chooses different set of cubes from the plaintext variables and evaluate
the output function of ACORN with a fixed key and initialization vector. As
mentioned earlier, the designer of ACORN does not claim any security when the
same initialization vector is used with the same key to encrypt or authenticate
multiple sets of data.

5 Experimental Results

Our experimental analysis of the cube attack on ACORN is conducted using
Sage version 6.4.1 [12] on a standard 3.4 GHz Intel Core i7 PC with 16 GB
memory. Experiments are performed on both the initialization and encryption
phases of ACORN to identify suitable cubes. The following sections discuss the
application of the cube attack to these two different phases of ACORN.

5.1 Cube Attack Using the Initialization Vector

The initialization of ACORN has a large number of rounds: ld + 2048 rounds.
This has a minimum value of 2048 when there are no associated data inputs, i.e.,
ld = 0. The degree of the output function of ACORN grows with the increase in
the number of rounds and is expected to be quite high when the full 2048 rounds
are used. So, the size of the cube is also expected to be high if we choose to find
a cube after 2048 rounds. This requires a significant amount of computational
time. We therefore tested the cube attack on reduced round versions of ACORN.

For a reduced round version of ACORNv1, with initialization phase of 500
rounds, we have a total of 21 linear equations in terms of the secret key bits.
These equations are derived during the preprocessing phase of the cube attack.
For this 8000 random cubes of size 2 were tested; however, none of these cubes
passed the linearity test. So we increased the cube size and checked if there exist
linear equations when the cube size is increased. No suitable cubes were found for
a cube size of 3 and 4 after searching over 1000 random cubes. For a cube size of
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5, 1000 randomly chosen cubes were tested among which 20 passed the linearity
test, but for most of these cubes the linear coefficient of the secret variable
was found to be 0, i.e., the cube summation results only in a constant. Only 3
cubes {v120, v124, v93, v7, v63}, {v31, v124, v115, v18, v122}, {v39, v51, v124, v76, v115}
were found which give linear coefficients in terms of the secret variable. These
cubes were obtained by running the preprocessing phase for about a week.

Note that there are possibly more cubes of size 5 after 500 initialization
round, however to find more cubes an adversary needs to increase the cube search
space. Instead of increasing the search space, we used the following method to
obtain new cubes from the randomly chosen cubes. For a given randomly chosen
cube, increase both the cube indices and the number of rounds by one. Choose
the new cube as a valid one if it satisfies the linearity test. This reduces the
time complexity in the preprocessing phase since the adversary does not need
to search for a suitable random cube from a total possible search space of

(
128
5

)
.

With this technique, we were able to find total 12 cubes of size 5 which gives
12 linear equations in terms of the secret key bits. Further experiments are per-
formed by choosing the cubes from a smaller subset of the previously found
cubes, i.e., the cubes of size 5 were selected from the subset of the cube indices
{120, 124, 93, 7, 63, 31, 115, 18, 122, 39, 51, 76}. This technique gave us two more
new cubes: {v39, v93, v31, v124, v122}, {v120, v51, v124, v7, v63} at round 500 and an
additional cube at round 503: {v42, v125, v21, v127, v118}. Using these cubes, com-
bined with the previously mentioned technique, we were able to find 9 more
cubes which result in distinct linear equations. In total 21 linear equations are
found after the 500 initialization round of ACORNv1. Therefore for ACORNv1
with 500 initialization rounds, adversary can guess 107 key bits and the remain-
ing 21 bits can be found by solving these linear equations. This is dominated by
the exhaustive search. In the following we discuss about reducing the dominance
of the exhaustive search by reducing the initialization round further.

Observing the linear equations generated for round 500, we have found that
the equations consist only of the first 99 variables of the key. Therefore, an
adversary needs 99 independent linear equations to find out these 99 key bits.
To reduce the dominance of the exhaustive search we have further examined on
generating more linear relations by reducing the number of rounds and the cube
indices. The new cube is considered valid if it still satisfies the linearity test. The
experiment is repeated by reducing the number of rounds and the cube indices,
till 99 or more cubes are found. These equations were found after reducing the
round of ACORN initialization phase from 500 to 477.

During the online phase of the attack, an adversary first needs to find the
right hand side of these linear equations. An adversary encrypts the plaintext
with the key and chosen initialization vectors (varying the cube bits) and sums
the respective output bits over the n-dimensional Boolean cube to compute the
right hand side of the corresponding equation. This requires a total 99×25 ≈ 211.6

chosen initialization vectors. Therefore, an adversary can expect to recover the
key bits with complexity less than exhaustive search, if the initialization phase
of ACORN is reduced to 477.
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We implemented the attack to verify the online phase of the cube attack
on the 477 initialization round version of ACORNv1. We started by computing
the right hand side of each equation by summing the output bits for all the
possible values of the corresponding cube. This requires access to 211.6 specific
output bits. The equations are then solved once the right hand side of all the
equations are computed. We found that the solution was not unique for some
of the key bits. Some of the solutions for the secret key bits are found to be
dependent on the key bits: k91, k94, k95, k96, k97, k98. This is because some of the
computed equations are linearly dependent. Guessing these six key bits correctly
results in a unique solution which provides the key bits for k0, · · · , k90, k92, k93.
We also need to guess the rest of the 29 key bits to recover the whole key.
Therefore, the attack require to guess total 29 + 6 = 35 of the key bits. The
linear equations can be solved using row reduction and back substitution, and
the resulting solutions must then be checked with each of the 229 possibilities
for the remaining key bits. So, in practice the total attack complexity is about
211.6 + 933 + 6 × 93 × 26 + 26 × 229 ≈ 235.

We have also performed the experiments for the reduced round variant of
ACORNv2. For this experiment, we tested the same cubes that were found for
ACORNv2 (as above). Interestingly we noticed that the same cube sets result
in linear equations for ACORNv2 as well. This was also verified by running the
online phase of the attack to recover the key bits.

5.2 Cube Attack Using Plaintext

This section discusses the application of the cube attack to the encryption phase
of ACORN. Unlike the initialization phase, the degree of the output polynomial
during the encryption phase is expected to be comparatively low. Therefore cube
attack using the plaintext can be applied to the full version of ACORN. In the
following, we describe the cube attack to the encryption phase of ACORN.

For searching suitable cubes we first represented the internal state, S of
ACORN symbolically and checked the output function Z while loading each bit
of plaintext P . At each round of the plaintext loading we looked into the symbolic
output function to determine whether it becomes linear when differentiating it
with respect to a subset of plaintext variables. Any such set of plaintext, if it
exists, is equivalent to the set of cubes in the cube attack. For the first 57 round
of the plaintext loading phase no such set were found because the plaintext bit
does not reach the output function till the 58th round. At the 58th round of the
plaintext loading, we found that differentiating the output equation Z58 with
respect to plaintext p0 results in a linear equation. That also means that if we
do a cube attack numerically, then summing the output polynomial Z58 over the
cube p0 will result a linear equation. However, when running the experiments
symbolically, the software runs out of resource after a few number of rounds. The
symbolic computation with Sage was able to successfully compute the output
function until 148th round of the plaintext loading phase. This method gave
us 103 linear equations with 293 unknowns. This is not sufficient to reduce the
complexity below the exhaustive search of 2128.
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To find more cubes that produce linear equations we performed the exper-
iment numerically. We started with the cubes {p0}, {p0, p7} and {p0, p21} for
round 58, 107 and 121, respectively, which are found using the symbolic compu-
tation. We then used the following method to obtain a new cube: Increase the
cube indices and the number of round by one and choose the new cube as a valid
one if it satisfies the linearity test. 100 linearity tests were performed for each of
the cube. With this technique, we have obtained 245 linear equations with 293
variables. Among the 245 cubes for these equations, 42 are of size 1 and the rest
are of size 2.

In the online phase of the attack an adversary needs to compute the right
hand side of these equations and then solve the equations to recover the state
bits. An adversary first encrypts the chosen plaintexts (varying the cube bits)
with the same key and initialization vector and sums the respective output bits
over the n-dimensional Boolean cube to compute the right hand side of the
corresponding equation. This requires about 42 × 21 + 203 × 22 ≈ 29.81 chosen
plaintext bits to find the right hand side of these 245 equations.

To verify the online phase of the attack, we implemented the attack by solving
these linear equations. We first computed the right hand side of each equation
by summing the output bits for all the possible values of the corresponding
cube. This requires an adversary to have access to 29.81 specific output bits. We
then represented these linear equations by a matrix and found that the rank
of the matrix is 234. Applying Gaussian elimination to the underdetermined
system yields a row reduced matrix that can be used with each guess of the 59
underdetermined variables to calculate the remaining 234 variables. This process
enables us to recover all the state bits. Therefore in practice the total attack
complexity is about 29.81 + 2343 + 59 × 234 × 259 ≈ 272.8.

6 Conclusion

We applied the cube attack to the reduced round version of ACORN. Our analy-
sis shows that cube attack can recover the secret key with a complexity of 235

when the number of initialization rounds is reduced to 477. We have also tested
and verified the attack by recovering the actual key bits for a randomly cho-
sen key. The attack can be possibly extended to higher number of initialization
rounds, but it will require a larger cube size which requires a search over very
large cube spaces. It is difficult to evaluate the performance of the cube attack
for larger versions of ACORN without knowing the suitable choices of the cube.
Due to the high time complexity of searching larger cubes, our experiments were
conducted only for smaller cube sizes. Also, note that the cubes identified for
the 477 initialization rounds are only of size 5, whereas the degree of the output
function after 477 round is expected to be much higher than 5. This suggests
that the key and the initialization vector are not mixed properly yet after the
477 rounds; however, it would be interesting to check if this behaviour continues
for higher rounds of the initialization phase as well. Currently, the cube attack
seems to be impractical for the full round version of ACORN.
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We have also shown that it is trivial to recover the state bits of the full round
version of ACORN with complexity less than exhaustive search, if the same key
and initialization vector is used to encrypt or authenticate multiple sets of input
plaintext. This does not threaten the security of ACORN if it is used as the
designers suggested.
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Abstract. Modern vehicle systems have evolved from an isolated con-
trol system into an interconnected architecture combining software, hard-
ware, and data. Such architecture is specialized into vehicle infotainment
system (e.g., SYNC of Ford, iDrive of BMW and MMI of Audi), Vehicle
to Vehicle (V2V), Vehicle to Infrastructure (V2I), and vehicle social sys-
tem which connects to social media networks. These systems hold private
and sensitive information such as travel plans, social network messages,
login credentials to bank accounts, and so on, which is a lucrative tar-
get for malicious attackers. Unfortunately, existing research overlooks
the security issues with respect to this highly integrated system. This
paper presents security issues across various systems related to modern
vehicles through a a holistic and systematic view. We analyze each sys-
tem components with respect to published attacks in details and present
a synthesized body of knowledge. We identify the growing trend where
security attacks are launched from the cyber space to vehicle control
system via smartphones and vehicle networks. In the foreseeable future,
we expect more security attacks both in numbers and in complexity.
Knowing this will arise the awareness of vehicle system security and help
engineers to build security solutions.

Keywords: Evaluation of security · Authentication and authorization ·
Distributed systems security · Privacy protection · Smartphone security ·
Modern vehicle system · Security · Privacy · Reliability

1 Introduction

Nowadays, automobile manufacturers integrate car control system (e.g., CAN
bus) with mobile applications, which in turn evolves into a multi-function vehicle
system named vehicle infotainment system. Vehicle infotainment system differs
from traditional vehicle system which typically has audio playing function with
several buttons. Vehicle infotainment system provides more interaction between
drivers/passengers and vehicle systems, which allows drivers to monitor their
cars and to achieve advanced functions such as making hand-free calls, sending
c© Springer Nature Singapore Pte Ltd. 2016
L. Batten and G. Li (Eds.): ATIS 2016, CCIS 651, pp. 29–40, 2016.
DOI: 10.1007/978-981-10-2741-3 3
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voice messages, establishing Bluetooth connection and so on. To utilize the infor-
mation outside a vehicle, Vehicle to Vehicle (V2V) and Vehicle to Infrastructure
(V2I) system enables the communications and interaction among nearby vehi-
cles or road infrastructures. The V2V system aims to share the information
related to traffic information and accident warning among nearby vehicles or
road infrastructures, to improve the road and drivers’ safety. Based on V2V and
V2I, the concept of social networking was brought into the area of the vehi-
cle system. Drivers can share their experiences and useful information to other
drivers via the Internet not only restricted to nearby vehicles. Hence, Vehicle to
Social (V2S) system is the future trend of current modern vehicle systems.

The introduction of these new systems inside vehicles increases the level
of security risks. For example, some latest vehicles can be hacked within 360 s
[38]; actuators of the modern vehicles can be remotely controlled; terrorists can
potentially hack into V2V and V2I to cause chaotic traffic accidents (e.g., to
hack into an autonomous intersection system [7]), stealing privacy information
from any driver. Many research work have been done for modern vehicle systems
to cover the design, control, and automation of vehicles [8,12,20,30,39], or to
cover vulnerability issues in a specific system (e.g., control system [31], vehicle to
vehicle communication [37], vehicle networks [14], in-car wireless network [17]).

However, there is a significant gap in the current research. On one hand,
researchers are not fully aware of the security impact of introducing the new fea-
tures. Thus, no comprehensive analysis is yet provided to cover these features.
On the other hand, car manufacturers are not aware of what security vulnera-
bilities possible in those features they have introduced or going to introduce to
the modern vehicle systems which researchers have potential to help. Therefore,
this paper first analyses these modern vehicle systems, and then discusses the
vulnerabilities in these systems and proposes potential solutions. Overall, this
paper makes the following two research contributions:

– We analyze features of modern vehicle systems.
– We analyze open problems and challenges for these modern vehicle systems

in terms of security and reliability.

The rest of paper is organized as follows. Section 2 introduces the features of
modern vehicle systems. The security challenges associated with these features
are presented in Sect. 3. In Sect. 4, we summarize some related works. And we
conclude this paper in Sect. 5.

2 Background

2.1 Vehicle Network Control System

The vehicle network control system connects all components of vehicle, where
Controller Area Network (CAN) [9] is widely used in most vehicles. According
to [9], CAN provides two layers of the Open Systems Interconnection (OSI): the
physical layer and the data link layer. CAN protocol gains its popularity because
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of its open design and good performance in data transmission. However, CAN
also has obvious limitations: big and variable pulse, lack of clock synchronization,
finite speed-distance ratio, inflexible design, data conformance problem, finite
error control, and limited support for fault tolerance [9].

2.2 Vehicle Infotainment System

Vehicle infotainment system provides user-friendly functions, such as hand-free
call, checking SMS, controlling audio player, mobile device support, and other
accessories which can improve drivers’ experience. A comprehensive vehicle info-
tainment system provides some safety and security functions, such as to monitor
vehicle status (i.e. tire pressure, and road condition using 360-degree camera).
Meanwhile, vehicle infotainment system also serves passengers, a rear seat info-
tainment system is usually provided on some luxury vehicles, such as Mercedes-
Benz S-series, BMW 7 series, and Audi A8 series etc. The rear seat infotainment
system has the same function with drivers’ one. It controls audio/video player,
checks vehicle running status, controls navigation, and browses web contents [28].

In the current vehicle market, almost each automobile manufacturer has its
own vehicle infotainment system, such as SYNC of Ford, iDrive of BMW, and
MMI of Audi. In recent years, some players in the software industry also try to
access the area of vehicle infotainment system and become an emerging member,
such as NVIDIA and Apple.

Moreover, drivers now prefer to tap their smartphone to control this sys-
tem [11]. Tesla [36] launched Model S in 2012, which is the first premium electric
sedan. And there is a 17-inch display touch screen installed into Model S, which
offers the largest display touch screen among selling vehicles. This touch screen is
powered by NVIDIA’s Tegra [35], it has climate control, navigation, and display
vehicle information. The driver can download the “Tesla Motors”application via
Google Play and App Store, which can monitor and control their car with their
mobile device remotely. When the user finishes download and installation, they
can use their’My Tesla’ account to log in and access this application. This appli-
cation provides several functions: keyless driving, range status, climate control,
and GPS location. After successfully installing and connect with their Tesla
Model S, the vehicle owner can unlock and drive their car without the key, they
also can check current range and charge status. In addition, the car owner can
use this application to turn on the climate control system and vent sunroof
remotely. The vehicle’s parked location will be provided when car owner forget
where did they park.

SYNC is used on Ford, Lincoln, Mercury, and Flex models, which is developed
based on Microsoft Auto platform. SYNC can also handle most media players
in the current market: iPod (Apple), Zune (Microsoft), and MP3 files which are
stored in the USB or SD card [34]. The latest version (version 3) of SYNC also
has the system update service over Wi-Fi, enhanced voice recognition, high-speed
performance, and Apples Siri [3] seamless integration.

Apple launched its in-vehicle infotainment system called CarPlay [2], which
is based on Blackberry’s QNX platform. This system allows iPhone user to
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use maps, send messages, listen to music, and make calls. Apple listed several
committed partnerships, including Mercedes-Benz, Ferrari, Volvo, PORSCHE,
GMC, and Volkswagen. In addition, CarPlay is compatible with all iPhone mod-
els after iPhone 5.

2.3 Vehicle to Vehicle (V2V) and Vehicle to Infrastructure
System (V2I)

The setup of Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) enables
communications between vehicles and infrastructure so that useful road informa-
tion and emergency messages can be exchanged. These systems aim to reduce the
rate of accidents, and increase the safety of the road users. To achieve efficient
communications among vehicles and infrastructures, Vehicular Ad Hoc Networks
(VANETs) is introduced as the base for V2V and V2I systems [13].

However, VANETs are facing some technical challenges and socio-economic
challenges, among which bandwidth and dynamic network topology received a
lot of attention. For instance, when the communication starts, can the underly-
ing network hold huge information during traffic peak hours? Meanwhile, how
modern vehicle system interact with infrastructure while vehicle itself is moving
at a fast speed? What useful information can be shared by infrastructure to the
vehicle system to maintain an optimum level of performance?

In [33], an architecture of Vehicular Communications (VC) is presented,
which includes inter-vehicle communications (IVC), hybrid-vehicle communi-
cations (HVC), and roadside-vehicle communications (RVC). Meanwhile, inter-
vehicle communications (IVC) is divided into two types of system: the single-hop
system and the multi-hop system.

Nowadays, Vehicle to Vehicle communication system is usually used to pro-
vide some warning messages or notifications, such as Cooperation Collision
Warning to avoid accident. In [41], it shows that the emerging wireless tech-
nologies were used for Dedicated Short Range Communications (DSRC) [6].
In [6], it is shown that 60 % of collision can be avoided by using some warning
mechanisms. As the analysis of collision warning, a V2V application should be
developed to support the system operation.

There are two approaches for developing the V2V applications — passive or
active.

– The passive approach needs all the vehicles nearby to communicate using the
same application. Then important information can be updated and exchanged
at real time among the vehicles nearby. When the traffic congestion happened,
the network however might suffer from communication saturation due to huge
amount of data communicated.

– In comparison, the active approach will select the vehicle, which might face
emergency situation, to send an Emergency Warning Messages (EWMs). The
active approach can avoid network saturation in peak hour.

In order to decrease congestion time and air pollution level, V2I system can
be seen as a possible solution to this environmental issue. In [21], V2I system can
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provide some audio messages of traffic to the vehicle system, which can help to
improve driving performance with a smooth speed. Meanwhile, V2I system can
also be used to notify emergency situations to drivers. For example, sometimes
drivers cannot react to the change of traffic lights during the daytime when they
approach intersections due to sun glare. Now drivers can receive an audio mes-
sage from roadside infrastructure to notify the change of traffic light. Another
application of V2I in people daily trip is that it can notify ahead road work.
When drivers drive with a high speed, they cannot realize the speed limit and
reduce their speed to the speed limit required for the ahead road work. Therefore,
V2I system can be used to send audio messages to drivers and notify the infor-
mation of ahead road work zone. A roadside infrastructure system will help the
driver to avoid accidents happened. Meanwhile, In [21], it points out V2I system
can also reduce vehicle emissions due to improved driving efficiency. When V2I
system is used, most of car emissions, including nitrogen dioxide, hydrocarbons,
carbon monoxide, carbon dioxide, have been reduced with smallest reduction in
carbon dioxide emission (around 7 %) and biggest reduction in carbon monoxide
(around 32 %).

In [13], it shows that there are safety-related applications of Vehicle Safety
Communication (VSC): signal violation warning, curve speed warning, emer-
gency electronic brake light, pre-crash sensing, cooperative forward collision
warning, left turn assistant, lane-change warning and stop sign movement assis-
tant.

2.4 Vehicle Social System

The automobile manufacturers and software providers are not confined to V2V
and V2I systems, they have started to shift the focus towards the communica-
tions between vehicles and social medias.

With network widely used in people’s daily life, people can obtain more infor-
mation from the internet. People also can share their experience and information
anytime and anywhere. For the vehicle social system, drivers can share their
experiences and useful information to other drivers via the internet. It is not
only restricted to communicate and interaction among nearby vehicles. There-
fore, Vehicle to Social (V2S) system is going to play a major role in the future
vehicle systems. The following graph is a prototype of Vehicle Social Networks
(VSNs). There are some communications and interactions between vehicles and
signal towers, mobile devices and signal tower, and people and signal tower.

In [23], with the development of online social networks, a new type of ad hoc
networks was introduced called Vehicular Social Networks (VSNs). VSNs can
be used to implement Intelligent Transportation System (ITS). VSNs aims to
improve the road and drivers’ safety, as well as to reduce the traffic congestion.
In [23], a new system prototype was implemented, which called SocialDrive and
the concept and architecture of SocialDrive were also provided in the case study.
In [32], an advanced social network prototype was presented, where real-time
road conditions are shared via cloud.
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SocialDrive is a novel prototype of vehicle social system, it provide data
sharing and data receiving function. SocialDrive aims to publish the dynamic
data and information to other vehicles, meanwhile, receive messages from other
vehicles. In their study, an example of SocialDrive is provided: There are five
hypothetical vehicles on the road. If the first and last vehicle want to share data,
but the distance is not enough so that the data can only be received by the third
vehicle. SocialDrive can gather these data and make the third vehicle as a center
to share different data to other vehicles.

3 Analysis of Possible Security Attacks

3.1 Vehicle Network Control System Attacks

Many protocols are adopted to implement the vehicle network. According to [19],
all vehicles sold in the United State are required to implement the Controller
Area Network (CAN) bus (ISO 11898) for diagnostics. Meanwhile, CAN is facing
security challenges due to broadcast nature, vulnerability to denial of service
attack, no authenticator fields, weak access control, and Electronic Control Units
(ECUs) firmware updates and open diagnostic control [19].

In [5], many essential components of modern vehicles, including gearbox, cli-
mate control, ignition system, and electrical window control, are now controlled
by ECUs as embedded systems. ECU is one of the most important parts of a
vehicle, and there are about 90 ECUs in the luxury-class vehicles [5]. Due to
the huge number of ECUs installed on the vehicle, ECUs are also facing security
issues: modifying code, reverse engineering, fuzzing attack, and phlashing attack.
For instance, the attacker can modify the programming code during design and
implementation processing. The data is the target for the attackers to achieve
the purpose of corruption or degradation of hardware performance, and destroy
of information.

In [15], the electronic window lift system can be attacked by the attacker via
CAN bus. The attackers can use real hardware to attack the electronic window
lift system, thus, to attack the anti-theft system and airbag system’s warning
lights on the dashboard.

In [25], a vehicle virus was created which can capture the messages delivered
by CAN bus. Upon successful capture of door locking messages, this virus can
lock the vehicle’s doors remotely. As a connection media to all vehicle compo-
nents, security issues in CAN bus bring huge risks to drivers’ safety and privacy.
Hackers can hack the networked control system and control vehicle easily. The
hackers can configure the setting, modify the code, implant virus and malware.
Therefore, it is of vital importance to address these security issues during the
development and implementation process.

3.2 Vehicle to Vehicle and Vehicle to Infrastructure System Attacks

As previously mentioned in Sect. 2, VANETs is used to enhance drivers’ safety
(i.e., collision warning, Blind Spot Information System (BLIS)) and comfort
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(i.e., locating gas station, tollway and parking payment, and internet access).
Intelligent Transportation Systems is used to reduce traffic congestion, and both
road and vehicle safety are also improved.

The main vulnerabilities of dense VANETs are caused by the lack of fixed
infrastructure to protect the security and privacy in the application of wire-
less networks and application of Medium Access Control (MAC) 802.11 layer
[5,16,18]. It directly implies eavesdropping attacks.

In current society, Vehicle to Vehicle (V2V) system can be used to send mes-
sages among the vehicles. V2V system should be designed with high reliability
and low delay when the messages are sent. Because drivers need the sufficient
amount of time to react to the emergency situations. In order to ensure the high
reliability and low delay, simple mechanisms without high level security protec-
tion are used in the V2V system such as Medium Access Control (MAC) and
802.11a radio. In [40], the reliability of receiving messages in VANETs can be
greatly affected due to issues in transmission collision and transmission power
in the wireless ad hoc network.

In general, VANETs threats can be summarized into three aspects: confiden-
tiality, authenticity, and availability.

– Threats of confidentiality mainly refer to that the communications among
vehicles have been eavesdropped, which lead to important information of vehi-
cles illegally collected without permission. For instance through eavesdropping
processing, attackers can collect the privacy information to know the location
of driver.

– For threats to authenticity, there are several types of attack for Vehicular Ad
Hoc Network (VANET): Sybil attack, bogus information, man in the middle
attack (MiMA), Global Positioning System (GPS) spoofing, and replay attack.
1. Sybil attack means that attackers forged a large number of fake vehicle

identities in VANET, this will cause a vehicle in the same VANET to believe
the presence of multiple vehicles in the network simultaneously. Sybil attack
has a great influence, a hacker gaining access to VANET using Sybil attack
may also be able to declare there is no vehicle at one particular position
currently. However, the fact is that there is a vehicle at that location, which
would cause crash and accident. As a result of Sybil attack, it will disrupt
the normal order of the network, as well as disrupt the real-life order, which
would threaten the safety of the driver and the road [4,26].

2. Bogus information attack means that attacker accesses network and sends
wrong messages to the vehicle which uses V2V and V2I system. For exam-
ple, the attacker invades the roadside infrastructure and sends bogus infor-
mation “slow down” to the yellow car, and sends “the way is clear” to the
blue car. In a normal situation, the driver trusts this information, then the
attacker most likely succeed in cause the planned accident as the driver
would not have enough time to react to it.

3. In [1], Man in the Middle Attack (MiMA) means that a malicious vehicle
eavesdrops on the communication messages in VANET, and injects some
wrong information, which can mislead other vehicles in the network.
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4. Global Positioning System (GPS) spoofing means that an attacker could
modify some of the data to make a wrong GPS data, which misleads drivers
and let them think they are in different locations.

5. For replay attack, the attackers reinject the packets which were created
before inside the network. Since VANETs essentially need a real-time oper-
ating system to support it, the replay attack will upset the networks’ order
thus to achieve the purpose of affect the network.

– Many threats affect availability: denial of service attack, malware, spamming,
black hole attack, and broadcast tampering [1,5,18,27,29].
1. Denial of service (DoS) attacks is an attack which uses network proto-

col vulnerabilities or uses some illegal means to attack the network. DoS
usually creates unprecedented/unexpected fake communication loads for
VANETs in a short time to render VANETs impossible to provide normal
services thus to achieve the purpose of crashing VANETs.

2. Malware is an attack, which usually originates from vehicles’ inside. It
might undermine vehicle infotainment systems, ECUs or other mission crit-
ical components inside a vehicle causing critical outages.

3. Spamming may make the network transmission speed slower than before.
Meanwhile, the spam messages are difficult to control due to lack of cen-
tralized management and infrastructure support.

4. Black hole attack is caused by malicious nodes. The malicious nodes can
send false information to mislead the network connecting with the vehicle.
When the connection is established, the malicious nodes can drop some
transmission data, thus resulting in packet loss and transfer failure.

5. Broadcast Tampering is an attack which generates false traffic messages
into VANETs and causing significant outages.

3.3 Vehicle Social System Attacks

In the foreseeable future, vehicles will be able to connect to the cloud client via
the wireless network or the mobile phone network 3G/4G. According to [10],
many vehicle manufacturers including Ford, Nissan, and Toyota have begun
to design and develop the vehicle social system (vehicle to cloud). Especially,
Microsoft will provide their Azure cloud platform to Toyota which used to pro-
vide a cloud solution [10]. This kind of communication can provide vehicle track-
ing, remotely assistance and emergency relief to the drivers.

As explained in Sect. 2, Vehicle Social System is going to lead the future
of vehicle systems. In [10], it is shown that many vehicle manufacturers (i.e.,
Ford, Nissan, and Toyota) have begun to design and develop the vehicle social
system (vehicle to cloud). Especially, Toyota already built a partnership with
Microsoft. Microsoft will provide their Azure cloud platform to Toyota which
used to provide a telematics cloud solution. This kind of communication can
provide vehicle tracking, remotely assistance and emergency relief to the drivers.

However, since drivers can start to share information and experience to cloud
client, their privacy information are at risk. For instance, vehicle social system
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relies on mobile devices and thus so long as attackers can hack into mobile
devices, they can track drivers’ location, and steal their personal information.

Moreover, the vehicle to cloud communication is also facing the following
challenges: communication latency, gateway, data processing, fleet management,
and security [10].

In [10], it is shown the Vehicle Social System is facing the research challenges
with communication latency, gateway design, data processing, fleet management,
and security. Among these challenges, security and privacy issues are mission
critical. Since Vehicle Social Systems, for the first time in this scale in vehicle’s
history, integrates vehicle systems with other non-vehicle systems to form a
big social system, attackers can steal personal information and launch security
attacks more easier than ever. Therefore, a wide variety of security and privacy
issues must be improved. According to [10], it is necessary to integrate data
security and privacy features, and create a cryptography technique which follows
certain standards and design efficiency.

4 Related Work

According to the trend of modern vehicle system’s development, there are sev-
eral kinds of modern vehicle systems, such as vehicle networked control system,
vehicle infotainment system, vehicle to vehicle (V2V) and vehicle to infrastruc-
ture (V2I) system, and vehicle social system. Most recent attacks focus on the
inter-vehicle systems.

Luo and Hubaux [22] stated that inter-vehicle communication (IVC) is an
important part of Intelligent Transportation System (ITS) and IVC provide com-
munications between driver and driver, or vehicle and vehicle, which can improve
the road safety and driving efficiency. Meanwhile, this study simulated the real
situation and procided the result of simulation, especially compare between Con-
trol Access CDMA (CA-CDMA) and IEEE 802.11. This study covered various
aspects of IVC system, which is the strength of the work. But that, unfortu-
nately, this study did not provide any possible solutions of security issues, which
is a limitation.

According to Hartenstein and Laberteaux [13], vehicle to vehicle (V2V) and
vehicle to infrastructure (V2I) is based on wireless network to build and they
contain in vehicular ad hoc networks (VANETs). In addition, the authors pro-
vided the main challenge of VANETs, which divided into two parts: techni-
cal challenges and socio-economic challenges, such as bandwidth, dynamic net-
work topology and roadside infrastructure etc. The strength of the work is that
detailed explanation and introduction were provided in this study, especially the
main challenges of VANETs.

Sichitiu and Kihl [33] pointed out inter-vehicle communication (IVC) system
can improve the road safety, driving efficiency and comfort of drivers and passen-
gers. Meanwhile, the author showed that the main difference between single-hop
system and multi-hop system. Moreover, the author provided the architecture
of Vehicular Communications (VC), which include inter-vehicle communications
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(IVC), hybrid-vehicle communications (HVC) and roadside-vehicle communica-
tions (RVC). The strength of the work is that this survey is a basic study of
IVC system. However, the limitation and possible solutions were not presented
in this survey, which is the weakness of this work.

Moharrum and Al-Daraiseh [24] pointed out vehicular ad-hoc networks
(VANETs) are wireless communication system, which can provide safety and
efficient road services to drivers and passengers. In addition, some recent secu-
rity issues in VANETs were presented in this survey. Meanwhile, several types
of attacks and attackers were provided in [24]. The strength of the work is that
some solutions which based on current techniques were provided in this study.
Another strength is that the authors also pointed out some future challenges
and security issues, which still in VANETs.

Most of existing research overlook the applications and inter-connectivity of
cyber and physical systems. Due to such limited scope, many attacks across
cyber-physical layers are overlooked. Thus, this paper highlights such attacks
and arises the awareness of researchers in the field.

5 Conclusions

In conclusion, this paper exposes the fact that security attacks across cyber-
physical layers post serious threats to the modern vehicle systems and the users
of the system.

We analyze the five different types of modern vehicle systems and the associ-
ated security attacks in details. We also list the published attacks which success-
fully took control of the vehicle or at least the key features related to driving.
Some attacks severely endanger the security and safety of the vehicle users; some
attacks breach the user’s privacy; other attacks may impact both security and
privacy. Furthermore, these attacks can be launched from the well researched
mobile platforms which lowers the cost of successful attacks and increases the
difficulty of securing all vehicles connected to a network. Situations can be worse
if there exists a high level of connection such as at the social level, where private
travel information can be leaked or misused by malicious attackers.
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Abstract. This paper considers the security of the Offset Two-Round
(OTR) authenticated encryption mode [9] with respect to forgery
attacks. The current version of OTR gives a security proof for specific
choices of the block size (n) and the primitive polynomial used to con-
struct the finite field F2n . Although the OTR construction is generic, the
security proof is not. For every choice of finite field the distinctness of
masking coefficients must be verified to ensure security. In this paper,
we show that some primitive polynomials result in collisions among the
masking coefficients used in the current instantiation, from which forg-
eries can be constructed. We propose a new way to instantiate OTR so
that the masking coefficients are distinct in every finite field F2n , thus
generalising OTR without reducing the security of OTR.

Keywords: Authenticated Encryption · OTR · Confidentiality ·
Integrity · Forgery attack · Tweakable block cipher · Symmetric encryp-
tion · AEAD

1 Introduction

Block ciphers are fundamental cryptographic primitives used in many encryp-
tion algorithms and message authentication codes. A conventional block cipher
encryption algorithm E accepts two inputs: a secret and random k-bit key K
and an n-bit input string M . The output is an n-bit string C, so the block cipher
is represented as a map E : K × {0, 1}n → {0, 1}n where K is the key space.

To process large amounts of data, the message is divided into blocks of size n,
and a block cipher has to be used in an appropriate mode of operation. Various
block cipher modes of operation have been suggested, either to provide confi-
dentiality or integrity assurance, or to provide both confidentiality and integrity
assurance in a single design in a notion called Authenticated Encryption (AE).
In Authenticated Encryption with Associated Data (AEAD), some portions of
the message (the associated data) do not require confidentiality but still require
integrity assurance.
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Tweakable block ciphers. Liskov, Rivest and Wagner [7] introduced another
notion of block ciphers called tweakable block ciphers Ê. These ciphers take
three inputs: key K, input message M and tweak T . Tweakable block ciphers
can be represented as a map Ê : K × T × {0, 1}n → {0, 1}n where T is the
tweak space. The purpose of the tweak is to differentiate messages and it should
be easier to change the tweak rather than changing the key. Liskov, Rivest and
Wagner suggest two approaches for constructing tweakable block ciphers that
are provably secure as long as the underlying block cipher is secure. These con-
structions can be represented as E(Δh⊕E(Mi)) and E(Mi⊕Δh)⊕Δh where Δh

is a universal hash function operating as the tweak. However, these constructions
need two keys that should be independent of each other.

Doubling masking technique. Halevi and Rogaway [5] proposed a tweakable block
cipher mode of operation called EME that provides only confidentiality. This
mode uses the doubling masking technique, where a secret masking value is
used in processing each block. This secret value is initially obtained as L =
2E(0n), and then each time a different value is needed the previous value of
L is doubled. This results in a series of masking values: 2L, 22L, 23L, . . . , 2mL.
The multiplication is performed in the finite field F2n by multiplying two input
polynomials and finding the reminder modulo a primitive polynomial.

The doubling masking technique is very fast and efficient. In hardware imple-
mentation, the doubling is equivalent to a conditional of either a shift or shift
and XOR operations. When n = 128 and the finite field F2128 is constructed
using the commonly used primitive polynomial f(x) = x128 + x7 + x2 + x + 1,
the doubling is as follows:

2L =

{
L � 1 if MSB(L) = 0
(L � 1) ⊕ 012010000111 if MSB(L) = 1

(1)

where � is a 1-bit logical left shift operation and MSB stands for the most
significant bit.

XE and XEX ciphers. Using the sequence of masking values 2L, 22L, . . . , 2mL,
Rogaway [11] describes two new approaches for tweakable block ciphers. These
are known as XE and XEX ciphers, and are represented as Ê : E(Mi ⊕2i−1L) or
Ê : E(Mi ⊕ 2i−1L) ⊕ 2i−1L respectively. Rogaway proves that these designs are
secure up to the birthday bound for a certain range of i values. These designs
use a single key for both the block encryption operation and to initialise the
sequence of masking values used as the tweaks.

When a new value is needed which is outside the range of masking values 2L,
22L,. . . , 2mL, a value 2hugeL is used such that huge is much greater than m.
For the primitive polynomial f(x) = x128 + x7 + x2 + x + 1, Rogaway chooses
2huge as 3 and shows that this is far away from the offsets 2L, 22L, . . . , 2mL.
In addition, 3 is easy to calculate as 3 = 2 ⊕ 1; therefore, 3L can be XOR-ed
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with the checksum of plaintext blocks to obtain the authentication tag as in
OCB1 [11].

Note however that 3 might not be equivalent to 2huge when a different prim-
itive polynomial is used. Collisions between the masks 3L and 2jL can be found
in such cases and lead to simple forgery attacks. Because of this, the choice
of values for 2huge must be investigated for every choice of finite field and its
distinctness from the series of masking values must be verified.

OTR mode. Several block cipher modes of operation that have been proposed for
AEAD use the doubling masking technique as in XE and XEX ciphers. One such
mode is Offset Two-Round (OTR) [9] proposed by Minematsu and defined for
any block size n. A version of OTR mode called AES-OTR [8] was submitted to
the CAESAR competition [2]. The security proof of OTR requires that all input
masks are distinct; however, the masks used in OTR and AES-OTR have only
been proved to be distinct for a specific choice of n and the primitive polynomial
defining the finite field.

Our contribution. Firstly, we show that the current instantiation of OTR uses
masking coefficients that are not always distinct in fields based on other primitive
polynomials, including when n �= 128. We show that using the current instantia-
tion with other primitive polynomials can result in non-distinct masking values
that can be exploited in forgery attacks against the scheme. This is a problem
with most modes that use the doubling masking technique.

Secondly, we propose an alternative set of masking coefficients so that OTR
can use the same set of coefficients for any block size n and any primitive poly-
nomial, without affecting the security provided by this scheme. That is, our
work generalises the OTR mode using the technique of doubling masking, and
removes the requirement for the user to perform huge prior calculations in order
to ensure that the masks do not overlap.

Note that this work does not imply that OTR mode or AES-OTR are inse-
cure. Note that this solution may also apply to other similar block cipher modes
that use the doubling masking technique, such as OCB1 [11], ELmD [4] and
AES-COPA [1].

2 Basic Notations

For simplicity and consistency, we follow the notation used in the original OTR
document [10].
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{0, 1}∗ : the set of all finite-length binary strings
ε : the empty string
K : k-bit key used for the block cipher and tweak initialisation
n : the block length of the block cipher
N : the nonce that is changed for each message
m : the number of blocks in the plaintext message
l : the number of chunks of two blocks in the plaintext message
M [2i−1] : the odd block in the ith chunk of the plaintext message
M [2i] : the even block in the ith chunk of the plaintext message
C[2i − 1] : the odd block in the ith chunk of the corresponding ciphertext message
C[2i] : the even block in the ith chunk of the corresponding ciphertext message
A : the associated data that need only authentication
|X| : the length of the string X in bits
X||Y : the concatenation of the strings X and Y
|X|a : max{�|X|/a�, 1}
n←− X : returns (X[1],X[2], . . . ,X[x]) where x = |X|n, |X[i]| = n for i < x and

|X[x]| ≤ n
X : the 10∗ padding written as X‖10n−|X|−1

msbc(X) : the first c bits of X provided that |X| ≥ c
E : the block cipher encryption function under the key K
TA : the authentication tag obtained from associated data
TE : the authentication tag obtained from plaintext message
T : the τ -bit final authentication tag of OTR scheme.

3 OTR Description

Offset Two-round (OTR) is an authenticated encryption block cipher mode that
is online, one-pass and each segment of two consecutive blocks can be processed
in parallel. OTR mode has a similar structure to OCB mode [11], but OTR uses
only the forward function of the block cipher for both encryption and decryption
algorithms. The OTR operation is illustrated in Table 1 and Fig. 1.

The OTR algorithm accepts the following inputs: Key K ∈ {0, 1}k, Nonce
N ∈ {0, 1}j for 1 ≤ j ≤ n − 1, Associated Data A ∈ {0, 1}∗ and Plaintext
M ∈ {0, 1}∗ and has the following outputs: Ciphertext C ∈ {0, 1}∗ and Tag
T ∈ {0, 1}τ . The OTR encryption algorithm consists of two algorithms known as
cores: an encryption core EFE and authentication core AFE . The OTR encryp-
tion core divides a plaintext message M into chunks, each containing two plain-
text blocks. Then, each chunk is encrypted using two different masks. These two
masks are doubled to obtain other two masks for the next chunk and so on.

The authentication core can process the associated data in either of the
two ways: parallel or serial. OTR uses a variant of the PMAC1 scheme [11] to
authenticate associated data in parallel, and uses a variant of the OMAC mode
[6] to authenticate associated data serially.

The authentication tag T in OTR is generated in two different ways. For
parallel associated data, a dedicated mask (depending on the last chunk) is
XOR-ed with the checksum of plaintext blocks and the result is encrypted to
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Table 1. OTR algorithm [9].

Algorithm 1: OTR Encryption Core Algorithm 2: OTR Decryption Core

1. Σ ← 0n 1. Σ ← 0n

2. L ← E(N) 2. L ← E(N)

3. (M [1], . . . , M [m])
n←− M, l = �m/2� 3. (C[1], . . . , C[m])

n←− C, l = �m/2�
4. for i = 1 to l − 1 do 4. for i = 1 to l − 1 do
5. C[2i − 1] ← E(2i−1L ⊕ M [2i − 1]) ⊕ M [2i] 5. M [2i − 1] ← E(2i−13L ⊕ C[2i − 1]) ⊕ C[2i]
6. C[2i] ← E(2i−13L ⊕ C[2i − 1]) ⊕ M [2i − 1] 6. M [2i] ← E(2i−1L ⊕ M [2i − 1]) ⊕ C[2i − 1]
7. Σ ← Σ ⊕ M [2i] 7. Σ ← Σ ⊕ M [2i]
8. if m is even 8. if m is even

9. Z ← E(2l−1L ⊕ M [m − 1]) 9. M [2m − 1] ← E(2l−13L ⊕ C[m]) ⊕ C[m − 1]

10. C[m] ← msb|M [m]|(Z) ⊕ M [m] 10. Z ← E(2l−1L ⊕ M [m − 1])

11. C[2m − 1] ← E(2l−13L ⊕ C[m]) ⊕ M [m − 1] 11. M [m] ← msb|M [m]|(Z) ⊕ C[m]

12. Σ ← Σ ⊕ Z ⊕ C[m] 12. Σ ← Σ ⊕ Z ⊕ C[m]

13. if m is odd 13. if m is odd

14. C[m] ← msb|M [m]|(E(2l−1L)) ⊕ M [m] 14. M [m] ← msb|M [m]|(E(2l−1L)) ⊕ C[m]
15. Σ ← Σ ⊕ M [m] 15. Σ ← Σ ⊕ M [m]

16. if m is even and |M [m]| �= n 16. if m is even and |M [m]| �= n

17. TE ← E(2l−133L ⊕ Σ) 17. TE ← E(2l−133L ⊕ Σ)
18. if m is even and |M [m]| = n 18. if m is even and |M [m]| = n

19. TE ← E(7.3.2l−1L ⊕ Σ) 19. TE ← E(7.3.2l−1L ⊕ Σ)
20. if m is odd and |M [m]| �= n 20. if m is odd and |M [m]| �= n

21. TE ← E(2l−132L ⊕ Σ) 21. TE ← E(2l−132L ⊕ Σ)
22. if m is odd and |M [m]| = n 22. if m is odd and |M [m]| = n

23. TE ← E(7.2l−1L ⊕ Σ) 23. TE ← E(7.2l−1L ⊕ Σ)
24. C ← (C[1], . . . , C[m]) 24. M ← (M [1], . . . , M [m])
25. return (C, TE) 25. return (M, TE)
Algorithm 3: OTR Authentication with Parallel A Algorithm 4: OTR Authentication with Serial A

1. Ξ ← 0n 1. Ξ ← 0n

2. Q ← E(0) 2. Q ← E(0)

3. (A[1], . . . , A[a])
n←− A 3. (A[1], . . . , A[a])

n←− A
4. for i = 1 to a − 1 do 4. for i = 1 to l − 1 do
5. Ξ ← Ξ ⊕ E(Q ⊕ A[i]) 5. Ξ ← E(Ξ ⊕ A[i])
6. Q ← 2Q
7. Ξ ← Ξ ⊕ A[a] 6. Ξ ← Ξ ⊕ A[a]

8. if |M [m]| �= n then TA ← E(3Q ⊕ Ξ) 7. if |M [m]| �= n then TA ← E(2Q ⊕ Ξ)
9. else TA ← E(32Q ⊕ Ξ) 8. else TA ← E(4Q ⊕ Ξ)

10. return TA 9. return TA

obtain TE. The final tag T is obtained by XOR-ing TE with the resultant tag
TA of authenticating the associated data. (T = TE ⊕TA.) For serial associated
data, the associated data tag TA is used with the Nonce to obtain the secret
tweak L. In this case, the plaintext tag TE will be the final tag T .

4 The Current Instantiation of OTR Mode

Initially, OTR was designed using different instantiation values for the masking
coefficients. A proof that OTR is secure for the instantiation when n = 128 and
using the primitive polynomial f(x) = x128 + x7 + x2 + x + 1 is given in [10].

As a general scheme, OTR is designed to work with any block size n and
any finite field F2n . However, to obtain security assurance for a different finite
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Fig. 1. OTR encryption operation with parallel associated data [9].

field, the user has to prove that the chosen masks for that instantiation of OTR
are distinct and do not overlap. This requires discrete log computations. Using
discrete log computation, Rogaway proves in [11] that certain sets of masks are
distinct from each other and provide unique representation. He considers very
specific choices: when n = 128 or n = 64 and when the finite field is based on
certain commonly used primitive polynomials.

Bost and Sanders [3] showed trivial collisions between the OTR input masks
can be found when special forms of primitive polynomial are used. These colli-
sions can be exploited in practical forgery attacks. They suggested the use of dif-
ferent masking coefficients chosen from the set given by Rogaway in [11]. Accord-
ingly, Minematsu updated the OTR instantiation coefficients [9] and noted that
care must be taken in specifying the masking coefficients for other choices of n
and of primitive polynomials defining F2n .

For generic instantiations of OTR using block sizes and primitive polynomials
other than those already examined, there is a risk that a user may not select
suitable masking coefficients for the instantiation. This open problem motivates
us to seek a more robust definition of OTR in which the masking coefficients are
distinct for any choice of finite field. Note that this will be applicable to OTR
and also to any design which uses the doubling masking technique.

In our analysis, we take a similar approach to Bost and Sanders’ work [3]. We
consider two special forms of primitive polynomial, different to those discussed
in [3], and which lead to a collision for the currently used masking coefficients.
Case 1: Primitive polynomial of the form f(x) = xn + x + 1.

Many primitive polynomials can be found in this trinomial form f(x) =
xn+x+1 [12]. In this case, xn will be equal to x+1. That is, 3 will be equivalent to
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2n and it is not 2huge as the current instantiation assumes. Therefore, a collision
can be found between 3L and 2nL as long as l > n.
Case 2: Primitive polynomial of the form f(x) = xn + x2 + 1.

This is another form of trinomial, and in this case, xn will be equal to x2 +1.
That is, 5 (which is equal to 32 in F2n) will be equivalent to 2n. In OTR, 32 is
used when the last block M [m] is not a full block (|M [m]| �= n).

5 Proposed Attacks

In this section, we show how collisions between the masks can be exploited to
breach the integrity assurance of OTR. We consider the two cases from Sect. 4
separately. Our analysis assumes a man-in-the-middle attack model where the
attacker is able to intercept and alter messages before sending them on to the
intended recipient. We assume that the attacker knows both the plaintext mes-
sage and its corresponding ciphertext using a single query of the OTR oracle.

Suppose that a plaintext message M is as follows:

M = (M [1],M [2], . . . ,M [m])

such that the number of blocks m = |M |n is odd and the number of chunks of
two blocks l > n + 1 where l = �m/2�. This message is encrypted using OTR
and results in the ciphertext C:

C = (C[1], C[2] . . . , C[m]).

5.1 Case 1 Collisions

In this case, as noted in Sect. 4, 3L = 2nL. Suppose that the last block is a
full block (|M [m]| = n). A forged ciphertext message C� can be constructed as
follows:

C�[1] = M [2(n + 1) − 1]
C�[2] = M [1] ⊕ M [2(n + 1)] ⊕ C[2(n + 1) − 1]

= M [1] ⊕ E(M [2(n + 1) − 1] ⊕ 2nL)
C�[i] = C[i], 3 ≤ i < m

C�[m] = C[m] ⊕ C[1] ⊕ M [2(n + 1) − 1]

Decrypting C� will give the same value for all plaintext blocks except for
M�[2] and M�[m] as follows:

M�[1] = E(C�[1] ⊕ 3L) ⊕ C�[2]
= E(M [2(n + 1) − 1] ⊕ 3L) ⊕ M [1] ⊕ E(M [2(n + 1) − 1] ⊕ 2nL)
= M [1]

M�[2] = E(M�[1] ⊕ L) ⊕ C�[1] = E(M [1] ⊕ L) ⊕ M [2(n + 1) − 1]
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M�[m] = E(2l−1L) ⊕ C�[m]

= E(2l−1L) ⊕ C[m] ⊕ C[1] ⊕ M [2(n + 1) − 1]
= M [m] ⊕ C[1] ⊕ M [2(n + 1) − 1]

Let Σ′ be the checksum of all even plaintext blocks of message M except
M [2] and the last block M [m]. That is,

Σ′ = Σ ⊕ M [2] ⊕ M [m]

Therefore, the checksum of plaintext blocks for the forged message is:

Σ� = Σ′ ⊕ M�[2] ⊕ M�[m]
= Σ′ ⊕ E(M [1] ⊕ L) ⊕ M [2(n + 1) − 1] ⊕ M [m] ⊕ C[1] ⊕ M [2(n + 1) − 1]
= Σ′ ⊕ E(M [1] ⊕ L) ⊕ C[1] ⊕ M [m]
= Σ′ ⊕ M [2] ⊕ M [m]
= Σ

Both C and the forged message C� produce the same checksum value. Thus, C�

will produce the same tag T as C, and will be accepted as genuine.

5.2 Case 2 Collisions

For this case, suppose that the message M has also the following features:
|M [m]| �= n, M [1] = 0n and M [2(n+1)−1] = ({1, 0}j ‖ 10∗) for 1 ≤ j < n. If M
is encrypted using OTR the pair (C, TE) is obtained. From this pair, an attacker
can calculate E(L) = C[1] ⊕ M [2]. A new pair (C�, TE�) can be constructed
from this such that C� = C�[1] = msbj(M [2(n + 1) − 1] ⊕ E(L)) and the tag
TE� = C[2(n + 1) − 1] ⊕ M [2(n + 1)].

Decrypting the forged pair (C�, TE�) will give:

M�[1] = msbj(E(L)) ⊕ C�[1]
= msbj(E(L)) ⊕ msbj(M [2(n + 1) − 1] ⊕ E(L))
= msbj(M [2(n + 1) − 1])

Σ� = M�[1] = M [2(n + 1) − 1]

Therefore, the tag TE′ of the received ciphertext will be:

TE′ = E(Σ� ⊕ 32L)

= E(M [2(n + 1) − 1] ⊕ 32L)
= E(M [2(n + 1) − 1] ⊕ 2nL)
= C[2(n + 1) − 1] ⊕ M [2(n + 1)]
= TE�

Thus, the forged pair (C�, TE�) will be considered as a valid message. This
clearly demonstrates the integrity assurance mechanism is flawed.



Tweaking Generic OTR to Avoid Forgery Attacks 49

6 Proposed Solution

In Sect. 5 we demonstrated that, for certain forms of primitive polynomial, col-
lisions occur between masking values which can be exploited in forgery attacks.
This implies that the current choice of masking coefficients cannot be used in a
generic construction of OTR. For every choice of finite field the distinctness of
the masking values must be verified to ensure the design is secure against forgery
attacks.

In this section we propose two minor modifications to OTR which guarantee
that the masking coefficients are distinct for any choice of finite field. This makes
the generic OTR scheme more robust since it reduces the chance of security
compromise as a result of incorrect user choices. Our modifications preserve the
main features of OTR mode and still use the powerful doubling masking method.

Note from Table 1 that OTR uses one of four special masks in generating the
authentication tag TE from the checksum Σ of the plaintext blocks, with the
choice of mask depending on two message features: whether the number of blocks
m is even or odd; and whether the last block is a full block (|M [m]| = n) or
not. To provide resistance against forgery attacks, it is important that when the
multipliers of 2l−1L in these masks are considered as powers of 2, the differences
between the indexes of any pair of multipliers must be much greater than the
maximum possible length (number of blocks) of any plaintext message. This will
prevent an attacker forcing collisions between masks by changing the message
length (inserting or deleting blocks). We suggest the following design changes to
avoid collisions between masks without having to find multipliers at such large
distances from one another.

Proposed instantiation of encryption/decryption core. We propose two minor
modifications, as shown in Table 2 and Fig. 2, to provide a generic version of
OTR. Firstly, we set the masking values for odd blocks to start from 23L, the
masking values for even blocks to start from 2−3L and define the four masks to
be XOR-ed with the checksum of plaintext blocks as follows:

• 22L when m is even and |M [m]| �= n
• 2L when m is even and |M [m]| = n
• 2−2L when m is odd and |M [m]| �= n
• 2−1L when m is odd and |M [m]| = n

These choices ensure that the masks will not collide regardless of the primitive
polynomial being used. The values 2−1L and 2−2L can easily be obtained from L
with the right shift operation instead of the left shift used in the current scheme.

Secondly, we slightly redesign the last step in the process used to compute
the tag, separating the XOR of checksum Σ and the number of chunks l in the
plaintext message. This will prevent an attacker exploiting the tag computation
by compensating between these two variables. In our proposal, changing either
variable Σ or l will not have a clear effect on the other. The cost of this change
is one extra block cipher call. However, this extra block cipher call makes the
generic OTR design more robust.
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Fig. 2. Proposed OTR encryption diagram with parallel associated data.
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Table 2. Proposed OTR algorithm.

Algorithm 5: OTR Encryption Algorithm 6: OTR Decryption

1. Σ ← 0n 1. Σ ← 0n

2. L ← E(N) 2. L ← E(N)

3. (M [1], . . . , M [m])
n←− M, l = �m/2� 3. (C[1], . . . , C[m])

n←− C, l = �m/2�
4. for i = 1 to l − 1 do 4. for i = 1 to l − 1 do

5. C[2i − 1] ← E(2i+2L ⊕ M [2i − 1]) ⊕ M [2i] 5. M [2i − 1] ← E(2−(i+2)L ⊕ C[2i − 1]) ⊕ C[2i]

6. C[2i] ← E(2−(i+2)L ⊕ C[2i − 1]) ⊕ M [2i − 1] 6. M [2i] ← E(2i+2L ⊕ M [2i − 1]) ⊕ C[2i − 1]
7. Σ ← Σ ⊕ M [2i] 7. Σ ← Σ ⊕ M [2i]
8. if m is even 8. if m is even

9. Z ← E(2l+2L ⊕ M [m − 1]) 9. M [2m − 1] ← E(2−(l+2)L ⊕ C[m]) ⊕ C[m − 1]

10. C[m] ← msb|M [m]|(Z) ⊕ M [m] 10. Z ← E(2l+2L ⊕ M [m − 1])

11. C[2m − 1] ← E(2−(l+2)L ⊕ C[m]) ⊕ M [m − 1] 11. M [m] ← msb|M [m]|(Z) ⊕ C[m]

12. Σ ← Σ ⊕ Z ⊕ C[m] 12. Σ ← Σ ⊕ Z ⊕ C[m]

13. if m is odd 13. if m is odd

14. C[m] ← msb|M [m]|(E(2l+2L)) ⊕ M [m] 14. M [m] ← msb|M [m]|(E(2l+2L)) ⊕ C[m]
15. Σ ← Σ ⊕ M [m] 15. Σ ← Σ ⊕ M [m]

16. if m is even and |M [m]| �= n 16. if m is even and |M [m]| �= n
17. W ← E(2L ⊕ Σ) 17. W ← E(2L ⊕ Σ)
18. if m is even and |M [m]| = n 18. if m is even and |M [m]| = n
19. W ← E(22L ⊕ Σ) 19. W ← E(22L ⊕ Σ)
20. if m is odd and |M [m]| �= n 20. if m is odd and |M [m]| �= n
21. W ← E(2−1L ⊕ Σ) 21. W ← E(2−1L ⊕ Σ)
22. if m is odd and |M [m]| = n 22. if m is odd and |M [m]| = n
23. W ← E(2−2L ⊕ Σ) 23. W ← E(2−2L ⊕ Σ)
24. TE ← E(W ⊕ l) 24. TE ← E(W ⊕ l)
25. C ← (C[1], . . . , C[m]) 25. M ← (M [1], . . . , M [m])
26. return (C, TE) 26. return (M, TE)
Algorithm 7: OTR Authentication with Parallel A Algorithm 8: OTR Authentication with Serial A

1. Ξ ← 0n 1. Ξ ← 0n

2. Q ← E(0) 2. Q ← E(0)

3. (A[1], . . . , A[a])
n←− A 3. (A[1], . . . , A[a])

n←− A
4. for i = 1 to a − 1 do 4. for i = 1 to l − 1 do
5. Ξ ← Ξ ⊕ E(Q ⊕ A[i]) 5. Ξ ← E(Ξ ⊕ A[i])
6. Q ← 2Q
7. Ξ ← Ξ ⊕ A[a] 6. Ξ ← Ξ ⊕ A[a]

8. if |M [m]| �= n then TA ← E(2−1Q ⊕ Ξ) 7. if |M [m]| �= n then TA ← E(2Q ⊕ Ξ)
9. else TA ← E(2−2Q ⊕ Ξ) 8. else TA ← E(4Q ⊕ Ξ)

10. return TA 9. return TA

proposed instantiation of authentication core. As noted is Sect. 3, the authenti-
cation core can process the associated data in two modes: serial or parallel. For
serial associated data, the same design will be used as it uses only two masks:
2Q and 22Q. These masks are distinct regardless of the primitive polynomial
used. For parallel associated data, we only change the masks used with the last
block A[a]. OTR (Fig. 1) uses the masks 2a−13L and 2a−132L when |A[a]| �= n
and |A[a]| = n respectively. However, there is no need for these two masks to
be very far away from each other, as changing the number of blocks a in the
associated data will directly affect the accumulated tag TA. Thus, the two masks
we suggest for the last block are 2−1L and 2−2L when |A[a]| �= n and |A[a]| = n
respectively.

Note that the base of all new masks suggested for OTR is 2. This guarantees
that the masks will not overlap, and enables us to use the same masks for all
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choices of n and all choices of the primitive polynomials used to define the finite
field F2n .

7 Security Bounds for OTR Using the New Masking
Coefficients

This section discusses the impact of changing the input masks on the security
bounds of OTR. Firstly, all of proposed masks for OTR have the form 2j . Since
2 is the generator of the finite field F2n and the order of this field is 2n − 1,
this assures that 2j = 2j′

iff j = j′ for any j ≤ 2n − 1. Therefore, these masks
will not collide for any collection of blocks with a length less than (2n−1 − 3),
which is well beyond the message length restriction of 2n/2 blocks imposed by
the designer of OTR. Thus, the collision attacks discussed in Sect. 5 are now
precluded.

Secondly, the security proofs of OTR [9] assume that all tweakable block
cipher calls in each of the two rounds have distinct masks. As shown in the
above paragraph, the proposed masks are guaranteed to be different from each
other; thus, the same security bounds for OTR still hold.

Finally, our proposed modification to OTR adds one extra block cipher call,
as shown in Fig. 2. This step is required in order to avoid using a mask with a
base other than 2. The probability that an attacker can guess the tag successfully
is still 1/2τ where is τ the tag length. Therefore, the security of OTR will not
be degraded with the new instantiation method.

8 Conclusion

OTR is a block cipher mode of operation for AEAD that uses a doubling masking
technique. OTR is designed to be applicable for any block size n but currently
requires a suitable choice to be made for the finite field F2n used for doubling
the mask values. The security of OTR against forgery attacks depends on the
distinctness of the masking values. This has only been proved for specific choices
of primitive polynomial in the particular cases of n = 64 and n = 128.

In this paper, we show that the masks used in the current instantiation of
OTR are not distinct for certain choices of finite field. Using these choices, we
demonstrate practical forgery attacks against OTR. Thus, the generic form of
the OTR design is not secure.

We propose two minor modifications to OTR to make the generic version
of this scheme more robust. We do this by specifying a set of masks that are
distinct in every finite field F2n . This enables OTR to work with any finite field
without invalidating the security claimed. Note that this work does not imply
that the versions of OTR described in [8,9] are insecure.
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Abstract. The advent of digital media, Internet, web and online social media has
drawn the attention of relevant research community significantly and created
many new research challenges on cyber security. People, organisations and
governments around the world are losing a huge amount of money because of
having cyber-attacks. For this reason, cyber security has become one of the most
difficult and significant problems across the world. Currently, cyber security
researchers of both industries and academic institutes are analysing existing
cyber-attacks happening across the world and are developing different types of
techniques to protect the systems against potential cyber-threats and attacks. This
paper discusses the recent cyber security-attacks and the economic loss resulted
from the growing cyber-attacks. This paper also analyses the increasing
exploitation of a computer system, which has created more opportunities for the
current cyber-crimes. Protective mechanisms and relevant laws are being imple-
mented to reduce cyber- crimes around the world. Contemporary and important
mitigation approaches for cyber-crimes have also been articulated in this paper.

Keywords: Cyber-attacks � Impact of cyber-attacks � Cyber-crimes � Cyber
security

1 Introduction

Nowadays people are getting more dependent on computer and information tech-
nologies. Individuals, industries and government sectors utilise online or offline tech-
nologies to store and use normal day to day data that is highly critical and confidential.
Many of these data (e.g., financial and personal information) attract cyber criminals to
break the computer system for damaging these data and the network infrastructure or
seeking knowledge from these data. It has already been reported in the literature and
online sources that many kinds of cyber-attacks such as email bombing, information or
the data theft, Denial of Service (DoS) attacks, Trojan attacks, and hacking the data or
the system were happened in the past. The numbers of the attacks are increasing day by
day due to the advent of social media, ever- increasing use of them and most people’s
presence online for the majority of their time. The types of attacks performed by
Internet are called cybercrimes. Cybercrime is not a new concept or term. Joseph Marie
Jacquard, a textile manufacturer in France first made a loom in 1820. This device
controlled the repetition of the series of the steps in weaving of the series of special
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fabrics. Jacquard’s employees became afraid of this process and thought their tradi-
tional employment and livelihood were at stake. Employees carried out the acts of
sabotage to prevent Jacquard from further using of new technology. This is known as
the first filed cybercrime [1].

Cyber security refers to safeguarding the information stored in client computers and
servers distributed across the world and the transmission of information through the
communication infrastructure from cyber-attacks. Thriving use of information technol-
ogy and social media, and emerging use of web-based Internet computing and applica-
tions including cloud, m-Commerce and health informatics have made cyber security to
become one of the major andmost important issues around the globe. For this reason, it is
important to know the contemporary and existing cyber-attacks and their mitigation
strategies to develop a security policy for protecting information and communication
infrastructures vulnerable to cyber-attacks. Therefore, the recent cyber-attacks and their
impacts and mitigation strategies have been presented in this paper.

The paper is organised as follows. Section 2 presents the recent and existing
cyber-attacks. The impacts of cyber-attacks and their mitigation strategies are provided
in Sects. 3 and 4, respectively. Finally, Sect. 5 concludes the paper.

2 Cyber Attacks

There are many different kinds of cyber-attacks. Figure 1 shows the percentage of
cyber-attacks happened worldwide recently in May 2016, which indicates that the most
frequently occurring cyber-attacks are malware, Distributed Denial of Service (DDoS),
targeted attack, SQL injection (SQLi), defacement, malvertising and others.

Some of the severe and frequently occurring cyber-attacks are described below.

Fig. 1. Types of attacks - May 2016 [2]
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2.1 Decrypting RSA with Obsolete and Weakened ENcryption
(DROWN) Attack

Transport Layer Security (TLS) is one the main protocols responsible for the security of
data transport in modern Internet. TLS and Secure Sockets Layer version 3 (SSLv3) have
been the target of a large number of cryptographic attacks in the research community,
both on popular implementations and the protocol itself. There have been at least 10 well
publicized security vulnerabilities over the past 5 years on different versions of TLS and
SSL. Prominent recent examples include attacks on outdated or deliberately weakened
encryption in Rivest Cipher (RC)4, Rivest, Shamir, & Adleman (RSA), and Diffie-
Hellman, different side channels including Lucky13, Browser Exploit Against SSL/TLS
(BEAST), and Padding Oracle On Downgraded Legacy Encryption (POODLE). The
latest of which is the DROWN attack. DROWN is a serious vulnerability that affects
HTTPS and other services that rely on SSL and TLS. These protocols allow everyone on
the Internet to browse the web, use email, shop online, and send instant messages without
third-parties being able to read the communication [3–5].

DROWN allows attackers to break the encryption and read or steal sensitive
information. Most modern TLS clients do not support SSLv2 at all. Yet in 2016, our
Internet-wide scans find that out of 36 million HTTPS servers, 6 million (17 %)
support SSLv2. 16 % of the servers allows key reuse. That makes 33 % servers are
vulnerable to DROWN attack. If a web server is configured to use SSLv2, and par-
ticularly one that’s running OpenSSL (even with all SSLv2 ciphers disabled!), you may
be vulnerable to a DROWN attack that decrypts many recorded TLS connections made
to that box. Most worryingly, the attack does not require the client to ever make an
SSLv2 connection itself, and it isn’t a downgrade attack. Instead, it relies on the fact
that SSLv2 – and particularly the legacy “export” ciphersuites it incorporates – are pure
poison, and simply having these active on a server is enough to invalidate the security
of all connections made to that device. Any communication between users and the
server. This typically includes, but is not limited to, usernames and passwords, credit
card numbers, emails, instant messages, and sensitive documents. Under some common
scenarios, an attacker can also impersonate a secure website and intercept or change the
content the user sees [3, 6, 7].

For each server, we listed all the public IPs in it, and all the open ports in it. Then
we used an SSL scanning tool called SSLyze [8] to check if SSLv2 ciphers are sup-
ported. The following commands can be used to check if any port in the server has
SSLv2 available secsev # sslyze_cli.py – sslv2 Ip address: port (443).

2.2 SQL Injection (SQLi)

SQL injection is type of attack where an attacker injects SQL codes known as mali-
cious playloads into SQL statements during inputting data through a web page. During
the execution of a SQL statement, a malicious payload controls a web application’s
database server. Since an SQL injection vulnerability could possibly affect any website
or web application which makes use of an SQL-based database, the vulnerability is one
of the oldest, most prevalent and most dangerous of web application vulnerabilities [9].
There are four main subclass of SQLi. They are Classic SQLI, Blind or Inference SQLi,
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Database management system specific SQLi and compound SQLi. Compound SQLi in
normally combination of SQLi and DDoS or SQLi and unauthorised access or insuf-
ficient authentication. According to Open Web Application Security Project (OWASP)
SQLI was considered one of the top 10 application vulnerabilities in 2007 and in 2013
SQLI was rated number 1 attack. OWASP is still collecting data for 2016 data to rank
top 10 vulnerabilities for 2016 [10]. For a simple example of SQLi, if we consider, a
web interface uses the following SQL code to show all records from the table “Users”
for a username and password supplied by a user: SELECT * FROM Users WHERE
Username = ‘$usernameʼ AND Password = ‘$passwordʼ.

Using a web interface, when username and password field is prompted, a malicious
user might enter:

SELECT * FROM Users WHERE Username = ‘1ʼ OR ‘1ʼ = ‘1ʼ AND Pass-
word = ‘1ʼ OR ‘1ʼ = ‘1ʼ

By using the above code, attacker has effectively injected a whole OR condition
into the authentication process. The condition ‘1ʼ = ‘1ʼ is always true, so this SQL
query will always result in the authentication process being bypassed.

2.3 Denial of Service Attacks (DoS)

DoS attack is an attempt to make the computer or network resources unavailable for its
intended users by interrupting or suspending the services running with the system or

Fig. 2. Denial of service attack
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the network. In this kind of attack, the attackers trespass into the system by hampering
the network to keep the memory resource or system too busy to run the appropriate
requests. It also makes the system to decline an authorised user entrance to a machine.
Figure 2 shows the basic diagram of Dos attack. Attacker machine runs the client
software to initiate the DoS attack. Master machines act as handler and slaves are the
compromised machines that help to execute the DoS attacks.

Vehicular ad hoc network (VANET) is one of the prime target of the DoS attacks
nowadays. In VANET, the attackers use jamming communication channel, network
overloading, and packets dropping to perform DoS attacks [11]. When multiple sources
attack a single target to cause denial of service is known as DDoS. In [3], authors reported
that with the increase of the number of networks built by bots or machine containing
malware increases the number of DDoS attacks mainly in cloud computing environment.
According to Digital Trends [12] DDoS attacks increased 7 % from 2015 Quarter 1 to
2015 Quarter 2 and 132 % from 2014 Quarter 2 to 2015 Quarter 2. The DDoS attacks are
also happening in lot quicker speed than before. In September 2012 average speed was
1.67 gigabits per second (Gbps) [13] where in 2015 12mega DDoS attack happened with
peak speed of 1,000 Gbps and 50 million packets per second (Mpps). Till quarter two
2016 the peak number of attack was 1,272 on 31st of March [14].

Most recent DoS attack was on Census Website on 09/08/2016. Figure 3 shows
one of the error message users were getting during the outage of Census website.
Australian Bureau of Statistics advised they had to temporary close the site due to
Denial of Service attack. Millions of Australian were unable to submit the census form
on time. Census website was down for approximately 43 h [15].

2.4 Other Common Attacks

Based on the activities and intention of the cyber attackers, cyber-attacks can be
described in four categories – (i) cyber terrorism, (ii) cyber war, (iii) cyber vandalism
and (iv) cyber espionage. Figure 3 shows that targets of these attacks are mainly the
individual personal, military, government offices, private sectors, transportations and
critical infrastructures.

Fig. 3. Cyber-attack targets
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2.4.1 Cyber Terrorism
Cyber terrorism is currently one of the emerging worldwide cyber-attacks. It uses
Internet as the medium in place of weapon to do the damage. Its main purpose is to
exploit the personal interest or terrorise the government or people for the political,
religious or social objective [16]. One of the most recent cyber terrorism attacks was in
April 2015. A hacking group called CyberCaliphate attacked Tv5 Monde, a French
media outlet. The attack resulted in temporary control of the main website, social
media accounts and interruption of 11 TV stations, crippling the company’s broadcast
capabilities for hours [17].

2.4.2 Cyber War
In this type of attack, one nation targets other nation to damage or destroy the network
and obtain an access to the important websites and services or steal information and
ruin the economic system. The purpose of the cyber war is to create effects in and
through cyberspace in support of a combatant commander’s military objectives and to
ensure friendly forces freedom of action in cyberspace [18]. The Stuxnet computer
worm is an example of cyber war that destroyed centrifuges inside Iran’s Natanz
uranium enrichment site. This was only one element of a much larger US-prepared
cyberattack plan that targeted Iran’s air defenses, communications systems, and key
parts of its power grid [19].

2.4.3 Cyber Vandalism
Cyber vandalism aims to create destruction or defacement of private and public
property in cyber space. Cyber vandals usually perpetrate an attack for personal
enjoyment or to increase their stature within a group, club or organization. Some
common methods of cyber vandalism are website defacement, denial-of-service
attacks, forced system outages and data destruction [16].

2.4.4 Cyber Espionage
This is the practice of spying in cyberspace to gain knowledge about a target.
Government intelligent team, large advertising companies and some cyber- criminals
spy in personal and organisational online activities to gather information and use that
information for their own purposes later on [18]. Between 2007 and 2013, Westing-
house was negotiating the details of a contract with a Chinese company to build four
nuclear reactors. From 2010 to 2012, one of the defendants allegedly stole at least 1.4
gigabytes of data from Westinghouse’s computers [20].

3 Impact of Cyber Attacks

UK reported that total number of known stolen records were 166,687,282 in April 2016.
55,000,000 voters had their data leaked in the Philippines and 93,424,710 in Mexico. An
online site called Beautifulpeople.com suffered a data breach this month, leaking the
personal data of 1,100,000 members. The data is already for sale online, including
sexual preferences, relationship statuses, income, addresses and more. Unauthorized
access refers to obtaining entry or any kind of access without the authorization of the
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authorised or certified owner. On the other hand, hacking refers to any action concerning
breaching into other’s computer or network with the purpose of accessing, removing or
ruining important data. In 2014 nearly half of the population of USA were victim of
hacking with unauthorized access to personal data such as names, credit card infor-
mation, birthdates and addresses [21]. China has world 41 % of hacking attack traffic
followed by USA (10 %), Turkey (4.7 %), Russia (4.3 %), Taiwan (3.7 %) Brazil
(3.3 %) Romania (2.8 %), India (2.3 %), Italy (1.6 %), Hungary (1.4 %) [22].

Cyber-crimes cause harm to Citizens, Business, and Government in many ways such
as loss of sensitive business information, loss of customer trust, cost of restoration of
business, loss of intellectual property and trade secrets etc. In the report of June 2014
taken by Centre for Strategic and International Studies stated that yearly cost to the global
economy by the incidents of cyber-crimes is more than $400 billion. Cyber crime affects
will gradually increase more and more as business functions are constantly prospering
their business online and more of the company’s and customers of the world are con-
nected to the internet. In the developed countries cyber crime causes employment rate as
researches stated that loss from cyber crime can harm 200,000 American jobs, nearly a
third of 1 % fall in the employment. A report of 2013 stated that 3000 companies in US
were being hacked as proclaimed by the Government. In 2014, Brazil suffers $1.4 billion
from the cyber-attacks since more than 45 %Brazilians are the users of Internet. In 2013,
France lost $5.19 million because of cyber-attacks and the recent report stated that
France had confronted 19000 cyber-attacks since the terror rampage in 2014 around
91 % percent of the UK business and 93 % households have access to Internet and about
£27 billion is calculated cost of the cyber-crimes in UK [18]. Figure 4 shows the sector
wise cyber-attacks in 2016. Industrial sector are the main target of the cyber attackers
approximately 22 % attacks happened in Industrial sector, then 15 % on finance sector
followed by individual computers, financial institution, online services, government
sector, adult sites and others.

Fig. 4. Sector wise cyber-attacks in May 2016 [2]
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4 Mitigation Process

4.1 Mitigation Process for DROWN

To protect or minimise the possibilities of DROWN attacks, server operators need to
ensure that their private keys are not used anywhere with server software that allows
SSLv2 connections. This includes web servers, SMTP servers, IMAP and POP servers,
and any other software that supports SSL/TLS. Disabling SSLv2 can be complicated
and depends on the specific server software. If user is using OpenSSL, it needs to be
upgraded to the latest version. For an example OpenSSL 1.0.2 users should upgrade to
1.0.2g. OpenSSL 1.0.1 users should upgrade to 1.0.1s. If user is using Microsoft IIS
(Windows Server), Support for SSLv2 on the server side is enabled by default only on
the OS versions that correspond to IIS 7.0 and IIS 7.5, namely Windows Vista,
Windows Server 2008, Windows 7 and Windows Server 2008R2. This support can be
disabled in the appropriate SSLv2 subkey for ‘Serverʼ. If user is using Network
Security Services (NSS), they need to upgrade to NSS versions 3.13. Any version on or
after 3.13 has SSLv2 disabled by default [3, 5, 7].

The followings are some commands to patchOpenSSL in different Linux servers [23]:
In CentOS and RedHat server versions 5, 6, 7: # yum update openssl
In SUSE and OpenSUSE servers: # zypper patch
In Ubuntu and Debian servers: # apt-get install – only-upgrade libssl1.0.0 openssl
In Oracle Linux: # yum update openssl
To take protection against DROWN in different Services, the following commands

can be used:
In HTTP – Apache: Need to edit the Apache configuration file (/etc/httpd/conf/

httpd.conf) as followings: SSLProtocol All - SSLv2 - SSLv3
In HTTP – Nginx: Need to change the Nginx configuration (/etc/nginx/nginx.conf)

line from
ssl_protocols SSLv2 SSLv3 TLSv1 TLSv1.1 TLSv1.2; to ssl_protocols TLSv1

TLSv1.1 TLSv1.2;
In SMTP – Exim: Need to edit Exim configuration file (/etc/exim.conf) and

changetls_require_ciphers to
ALL:!aNULL:!ADH:!eNULL:!LOW:!EXP:RC4+RSA:+HIGH:+MEDIUM:!

SSLv2:!SSLv3
In POP/IMAP – Courier-IMAP/Dovecot: edit mail server configuration file

(/etc/dovecot.conf) and change SSL Cipher list to ALL:!aNULL:!ADH:!eNULL:!
LOW:!EXP:!RC4+RSA:+HIGH:+MEDIUM:!SSLv2:SSLv3

In FTP – Pure-FTP/Pro-FTP: Edit FTP configuration files (/etc/pure-ftpd.conf, /
etc/proftpd/proftpd.conf) and change the TLS Cipher Suite to HIGH:!aNULL:!
eNULL:!PSK:!RC4:!MD5:!TLSv1:!SSLv2:!SSLv3

4.2 Basic Precaution Steps

Corporate or individual user needs to deploy antivirus and malicious code checking
software for internal or external network. Any suspicious or infected objects suggested
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by these software should be quarantined and network administrator should be notified
for further analysis. In large network environment, a content filtering capability on all
external gateways can be deployed to try to prevent attackers delivering malicious code
to the common desktop applications (e.g. web browser, email client) used by the user.
Where possible, disabling the auto run function will prevent the automatic import of
malicious code from any type of removable media. If removable media is introduced,
the system should automatically scan it for malicious content. Virus and malware
detection software needs to be activated for email clients (e.g. Outlook, Gmail). User
needs to make sure that they do not open any email from unknown source without
scanning the email [24–26] (Table 1).

Table 1. Other mitigation strategies

Strategy Description

Using Digital Immune
System (DIS)

DIS assists end user (or the anti virus program running on
user’s system) to report any cyber threat (e.g. virus, Trojan
horse, or any malicious software activity) for analysis and
repair. Once any new threat is listed or any new solution is
found, DIS upload the details so that everyone using DIS
can get the benefit.

Software Patching All applications and software should be patched and updated
regularly in every node connected to the network. Any
unpatched device in network can create a security hole for
the cyber attackers. Operating systems, all applications
including antivirus should be updated. Data show that
desktop malware infection rates fall by a factor of ten
between Windows XP with Service Pack (SP) 3 and
Windows 7 64-bit with SP1 (1.09 % and 0.11 %,
respectively). This is primarily due to security features such
as memory address space randomization (ASLR) and data
execution prevention (DEP) [24].

Minimise administrative
privileges

Administrative privileges are designed to allow only trusted
personnel to configure, manage and monitor computer
systems. Accounts with administrative privileges on a
system have the ability to make virtually any change to that
system and to retrieve almost any information from it.
Number of administrative privileged needs to be
minimised. If large number of accounts needs to be created
in any specific network only user should get access to the
software, they require with minimum system right [25].

Multi-factor authentication
systems

Using one than one proof of authentication decreases the
chance of unauthorised access to any system. There are
multiple types of multi-factor authentication system, most
commonly used one is two-factor authentication. System
can ask user for authentication details from knowledge
factor (e.g. password, Personal Identification number,
Security questions) or possession factor (e.g. remote token

(Continued)

62 A. Chowdhury



5 Conclusion

In recent time, cyber criminals are using different attack methods and adopting modern
technology to perform cyber-crimes. Number of cyber-attacks are increasing day by
day. These cyber-attacks are not limited to individual or personal computers, attackers
are also targeting large corporations, government offices and central banks. Only legal
or law enforcement departments will not be able to reduce cyber- crimes effectively
unless personal and social awareness about cyber security is widely used. So, this is the
duty of the Government, media and IT professionals to educate the people about this

Table 1. (Continued)

Strategy Description

for VPN, USB token, Smart Identification Card,
Radio-Frequency Identification or wireless tags) or
Inherence factor (e.g. finger print, retina scan or voice
recognition) [27–29]. In Australia banks are using internet
banking password and and Short Message Service
authentication for new transfers or international transfers,
Mygov website requires multilevel authentication like
username, password, sms code and personal security code.

Using Sandbox Sandbox can be used to monitor and automated dynamic
analysis of emails and web contents. Snadbox assists
detecting any unusual behaviour of data of any network
traffic, software or application.

Using Intrusion
Detection/Prevention
system

Network based or Host based Intrusion Detection/Prevention
System can be used to identify anomalous behaviour of
any malicious software (e.g malware, adware or spyware)
and anomalous intranet or Internet traffic.

Using Firewall Firewall provides protection from inbound or malicious and
unauthorised traffic. User can set option to reject or deny or
block suspicious network traffic using firewall.

Log file monitoring Automated log monitoring can be used to review and analysis
of any successful or failed access request, network traffic
information, unauthorised attempts to access external sites
and any malicious software installation attempts.

Content filtering Using content filtering for email and web data will provide
protection from getting emails with virus, malware, and
adware or keystroke generator. All attachments from new
or unknown source from email or web needs to be scanned
by antivirus before downloading.

Update and monitor
black/block list

Application white listing, email and web content block
listing, trusted website list, trusted domain list and any
other trusted, blocked, white and vblack list used by the
protection software needs to be regularly updated
(automated preferred) for protecting the system from recent
cyber threats.
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critical fields of cyber-world. Regardless the sector responsible for maintaining the
security, a common language and lexicon needs to be created so that everyone
including end users, professionals, politicians and security vendors understand and can
communicate about cyber security issues with each other without anxiety, uncertainty
and doubt. For this reason, in this paper, we have reviewed the recent possible
cyber-crimes and their impacts and mitigation approaches.
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University of Warsaw, Warszawa, Poland
maciej.skorski@mimuw.edu.pl

Abstract. The general approach to evaluate the quality of entropy
sources used in true random number generators is to estimate min-
entropy, which is based on estimating frequencies of all possible source
outcomes. This method is space inefficient, for example for a source pro-
ducing 30-bit outputs it needs 30 Gb of storage to get an error smaller
than one bit per sample.

We show that for some popular designs estimating min-entropy can
be replaced by much more efficient counting the number of collisions
between consecutive samples. Namely, we propose an estimator for the
collision entropy of a sequence of i.i.d samples X1, . . . , Xn. The estima-
tor utilizes a simple collision counting technique, and has the following
features
• Is memory-efficient (reads samples in a forward-only mode, uses O(1)

storage)
• Can be coupled with every min-entropy extractor, losing only extra

log(1/ε) bits.
We implemented our estimator with an iPhone accelerometer as the
entropy source, and Toeplitz-matrix based universal hashing as an
extractor. The quality of this TRNG was confirmed by applying the
NIST tests suite.

1 Introduction

1.1 Randomness in Cryptography

Perfect Randomness. Random numbers are used for many applications, like
simulations, sampling, gambling and cryptography. However, depending on an
application, the required quality changes. Cryptographic applications demand
very high quality sequences, where bits are independent and nearly unbiased.

From a cryptographic perspective, a distribution of n bits is considered truly
random if it is statistically indistinguishable (in a very strong sense) from a
perfectly random distribution. More precisely, we require the distribution of bits
to be at most ε-far in the variational distance1 from the uniform distribution
over n-bit strings, where

ε = 2−80

1 Called also the statistical or trace distance.
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is the security level recommended nowadays2. This means that every test fails
with probability 1− 2−80 when trying to distinguish the given distribution from
uniform3. Even with many trials, these bits will be statistically indistinguishable
from random, and hence equally good in applications (e.g. as a cryptographic
key). The length of n = 128 bits is sufficient for modern applications, such as
the AES encryption.

Imperfect Sources. In practice, we don’t have direct access to truly ran-
dom bits. Instead, from available sources, we can obtain bits that are biased
but somewhat unpredictable. These sources are called weak sources or simply
entropy sources. Practical implementations may utilize physical phenomenas like
atmospheric noise [Haa], radioactive decay [Wal] or thermal noise [JK99], sen-
sors in mobile devices like the microphone and camera [BKMS09], accelerom-
eter, gyroscope and compass [VSH11,BS], usage patterns of computer devices
like mouse, keyboards, hard disk [dRHG+99,DGP07,Zim]. Formally, the unpre-
dictability of a distribution X is measured by so called min-entropy. We say
that X has at least k bits of min-entropy, if every outcome appears with prob-
ability at most 2−k. A more liberal entropy measure, still good for practically
used extractors, is collision entropy which bounds the probability that two sam-
ples from a given distribution collide. What is important to stress, Shannon
entropy widely used in information theory is not a good measure of random-
ness in weak sources. It may be used to as a statistical test of the output uni-
formity, but when applied to a weak source gives estimates much bigger than
min-entropy, leading to overestimating total security. Estimating entropy is of
critical importance, as there are examples of real-world attacks based on wrong
entropy estimates, for example the case of the Netscape browser [GW96] or the
Linux Random Number Generator [KKHD14]. For this reason, works focused on
provable security consider the notion of min-entropy as the right security mea-
sure [BST03,BKMS09,VSH11,HN09], although sometimes Shannon entropy is
being used as a rough estimate [LPR11]. Entropy notions are discussed in Sect. 5.

1.2 True Random Number Generators

The earliest discussion of “weak” random sources was probably due to von Nue-
mann [vN51]. In recent times, the systematic theory of randomness extractors
has been developed, and sufficient and necessary conditions for extracting truly
random bits are given in terms of min-entropy (see Lemmas 2 and 3).

True Random Number Generators (as opposed to Pseudo Random Number
Generators, PRNGs) utilize a weak physical source to generate random bits.
They typically consist [Sun09] of the following components

2 Of course, a different security level for a specific application, if necessary.
3 Formally, we consider the standard experiment: a sample is generated, either from

the given distribution or uniform, and the distinguisher has to guess where it comes
from.
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• randomness source (weak source)
• harvesting mechanism (gathering data)
• post-processing algorithm (extractor)

This design, with an extra component for estimating the entropy rate is illus-
trated in Fig. 1.

1.3 Problem Statement

In theory, to construct a good random number generator it suffices to know
the min-entropy of the source, choose an appropriate extractor and adjust it’s
parameters. However, the major issue is that in practice the source entropy
is unknown and hard to estimate. While there are well-established methods of
evaluating outputs of random generators, for example statistical tests batteries
like NIST [BRS+10] or DieHard batteries [Mar96], there are no tests for entropy
in arbitrary weak sources.

For concreteness, we assume that the entropy source is memoryless, that is
outputs i.i.d. samples. This assumption is convenient from a theoretical point
of view and confirmed empirically [LRSV12,VSH11,BL05,BKMS09]. In certain
cases, where so called reset states can be implemented, it has also a solid hard-
ware justification [BL05]. Thus, we assume that our source X produces i.i.d.
samples X1,X2, . . . with values in a finite set X . From a good estimator func-
tion Est(·) we require the following features [LRSV12]

(a) Preferably, Est(·) reads the sequence X1,X2, . . . , Xm in a forward-only
mode, so that it consumes O(m) time and O(1) space.

(b) The output of Est(·) approximates the number of extractable bits in the
input sequence, at a high confidence level (ideally 1 − ε)

1.4 Related Works

A naive solution, is to approximate the empirical distribution from samples and
plug it into entropy formulas [BST03,VSH11,HN09]. The biggest disadvantage
is that it requires a huge number of samples, and cannot be used with smaller
number of samples, e.g. when extracting just a few keys4

The problem of finding an online estimator was raised in [LPR11], however
the authors studied only Shannon-entropy estimators (which yield a bad approx-
imation) and gave only asymptotic convergence. A simple on-line estimator for
independent bits was proposed in [BL05], though the technique doesn’t general-
ize to higher dimensions.

In this paper, based on these ideas, we propose a collision entropy estimator
which fulfils the posed efficiency requirements.

4 However, may be used when extracting a large number of keys for statistical testing.
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2 Our Results

2.1 Summary

We present a collision entropy estimator, which estimates the collision entropy
of the input (i.id. sequence) on the fly. The memory cost is O(1), time is
just n − 1 comparisons where n is the sequence length. The absolute error is
O(

√
n|X | log(1/ε) with probability 1 − ε, where X is the set of possible source

outputs. An alternative method, discussed in the newest NIST recommenda-
tion [TBK+] and used in works focused at provable security [VSH11] is to
approximate the probability mass function of the source from samples, and apply
the min-entropy formula to empirical frequencies, which is also known as the plu-
gin estimator. A comparison with plugin estimators is given in the Table 1. Our
method gives a slightly better error estimate but is much more space-efficient.
For example, for a source producing 30 bit outputs, evaluating empirical distrib-
ution would take more than 30Gb of memory (as we need 230 bins for frequencies
and at least 30 bit of storage for every bin to achieve relevant arithmetic preci-
sion), whereas our method needs a constant amount of memory (in this example:
60 bits of storage). See also Appendix A for more details.

Table 1. Accuracy for estimating entropy within n samples. The domain is X and the
confidence 1 − ε.

Author Technique Absolute error Memory

[TBK+] Min-Entropy Δ = O
(√

n|X | log(|X |/ε)
)

O(|X |)
This paper Collision-Entropy Δ = O

(√
n log(|X |/ε)

)
O(1)

3 Collision Entropy Estimator

Below we present the pseudocode and convergence results. Note that the function
itself is deterministic, it utilizes randomness contained in the input.

The proof of the convergence theorem below is basically an application of the
Chernoff Bound coupled with union bounds and can be found in the extended
version of this paper, available at eprint.

Theorem(Informal) 1 (Convergence Analysis). With probability 1−ε we have

H2(X1, . . . , Xn) � CollisionEntropyEstimator(X1, . . . , Xn)

with an absolute error bounded by O(
√

n|X | log(1/ε)).

Having established a lower bound on the entropy amount, we can compose our
estimator with any min-entropy (or collision-entropy) extractor.

Below a (k, ε)-extractor is any function that converts a distribution with k
bits of min-entropy into a distribution ε-close to uniform. The following result
easily follows by applying the last result and converting collision entropy to
smooth min-entropy, see Lemma 1.
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Algorithm 1. CollisionEntropyEstimator

Data: Samples x1, . . . , xn ∈ X
Result: An estimate on H2(X1, . . . , Xn)

1 i ← 1
2 t ← 0

// count collisions in the sample sequence

3 while i < n do
4 if xi+1 = xi then
5 t ← t + 1
6 end
7 i ← i + 1

8 end
// estimate the collision probability

9 p ← t
n−1

// estimate the entropy

10 k ← (n − 1) · log(1/p)
11 return k

Theorem(Informal) 2 (Our estimator composed with any min-entropy
extractors). Let X1, . . . , Xn be i.i.d and let

k = CollisionEntropyEstimator(X1, . . . , Xn) − c
√

n|X | log(1/ε) − log(1/ε)

be the entropy estimate with error (c being an absolute constant), and Ext(·, S) :
X n :→ {0, 1}m be any (k, ε)-extractor with public randomness S. Then the
extractor output

Ext((X1, . . . , Xn), S)

is 2ε-close to the m-bit uniform distribution, on average over S.

3.1 Empirical Evaluation

We tested our estimator on data collected by the i-Phone accelerometer, based
on the idea from [VSH11]. See Sect. 5 for details. The design is sketched in Fig. 1.

4 Preliminaries

4.1 Information-Theoretic Divergence Measures

Definition 1 (Variational Distance). The variational distance of X1 and X2

equals

dTV ((,X)1 ,X2) =
∑

x

|PX1(x) − PX2(x)| � ε.
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Fig. 1. An overview of our implementation.

4.2 Entropy Notions

Definition 2 (Min-Entropy). The min-entropy of a random variable X is
defined as H∞ (X) = maxx log 1

PX(x) .

Definition 3 (Collision-Entropy). The collision-entropy of a random variable
X is defined as H2(X) = − log

(∑
x (PX(x))2

)
.

Definition 4 (Shannon-Entropy). The Shannon-entropy of a random variable
X is defined as H(X) = −∑

x PX(x) logPX(x).

Definition 5 (Smooth Entropy). We say that X has k-bits of ε-smooth min-
entropy if X is ε-close to Y such that H∞ (Y ) � k.

Lemma 1 (From collision to smooth min-entropy [Cac97]). Suppose that
H2(X) � k. Then Hε

∞ � k − log(1/ε).

4.3 Extractors

Extractors are functions which process weak sources into distributions that are
close (in the information-theoretic sense) to the uniform distribution. In general,
they need some amount of auxiliary randomness called seed. This argument is
passed as an extra argument in the definition.

Definition 6 (Seeded extractors). A deterministic function Ext : {0, 1}n ×
{0, 1}d → {0, 1}k is a (k, ε)-extractor for X if we have

dTV (Ext((X,Ud), Ud, (Uk, Ud)) � ε

Remark 1 (Relaxing weak sources for seeded extractors). The definition of the
weak source can be relaxed at least in two ways:

(a) X needs to be only close to a distribution with entropy k
(b) The entropy notion can be collision entropy, instead of much more restrictive

min-entropy.
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Definition 7. A family H of functions from n to m is called universal, if for a
random member H ∈ H and every x, y ∈ {0, 1}n we have

Pr[H(x) = H(y)] = 2−m.

Lemma 2 (Universal families are good extractors). Suppose that H∞(X) �
k+2 log(1/ε), or more liberally that H2(X) � k+2 log(1/ε). Let H be a random
member of the family of hash functions from n to m bits. For any h ∈ H define

Ext(x, h) = h(x)

Then we have
dTV (Ext(X,S), S, Uk, S) � ε

Lemma 3 (A necessary condition for extracting). Suppose that
dTV (Ext(X,S), S, Uk, S) � ε where Ext = Ext(x, s) is a k-bit output function,
X is any random variable and S is any random variable independent5 on X and
Uk. Then X is ε-close to a distribution of min-entropy k.

Remark 2 (Intuition). The lemma states that if we can extract bits close to be
truly random, then the source has to be close to a high-entropy source. Intuitively,
this is true because post-processing by an extractors can never add entropy (an
auxiliary string is made public).

5 Empirical Evaluation

In this section we discuss results of the empirical evaluation of a simple TRNG
built on an i-Phone accelerometer as a source and our estimator.

5.1 Raw Data

We collected 50 MB of data of accelerometer samples on an i-Phone. This data
was collected at the frequency of 50 Hz, when the device was in a stationary state
(recent works on generating random numbers based on MEMS sensors [VSH11,
BS] show that this gives the worst case estimate).

Every sample contains readings from the x-, y- and z-axes, which are number
up to 6 decimal places (see Table 2).

Table 2. A raw data sample (decimal) from the iPhone accelerometer

Timestamp Accel X Accel Y Accel Z

0.023776 0.001297 −0.016479 −1.003845

5 In this lemma S doesn’t have to be uniform, although this is typically satisfied for
extractors.
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Table 3. A raw data sample (binary) from the iPhone accelerometer

Timestamp Accel X Accel Y Accel Z

0.023776 0100010001 1110100001 0101000101

In total, we collected around 1.2·106 samples. The frequency of last two digits
is more or less uniform, however the distribution of the third digit is heavy biased
(see Fig. 2a). For this reason, we use only d = 10 last binary digits (see Table 3),
which corresponds to N = 3.6 · 107 raw bits.

5.2 Entropy Estimations

Under the i.i.d assumption, the min-entropy of the empirical distribution was
estimated at around H∞(X) = 18 bits, and the collision entropy was estimated
at around H2(X) = 21 bits (out of 30)6. The frequency distribution for the y-axis
is sketched at Fig. 2b, the plots for the x- and z-axes are similar.
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Fig. 2. Some statistics of the raw data.

5.3 Extractor

Universal Family. As an extractor, we apply a simple family of universal hash
functions implemented by Toepltiz matrices. Given m bits of collision-entropy
k < m on input, this extractor outputs n bits, using an auxiliary string s (seed)

6 Given the huge amount of data, we achieve the confidence level above 1 − ε, where
ε = 2−80.
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of d = m + n − 1 bits. The extractor works as follows: given a seed s, the binary
matrix M(s) with m rows and n columns is formulated by “rewinding” an n-bit
part of the seed cyclically, which can be described by the formula

M(s)i,j = si+j−1.

Then the extractor output z ∈ {0, 1}n on input y ∈ {0, 1}m is defined by

Exts(y) = M(s) · y

that is zi =
∑n

j=1 yj · si+j−1 where all the additions and multiplica-
tions are understood modulo 2. It can be shown [BST03] that the family
{M(s)}s∈{0,1}m+n−1 is universal and hence, by Lemma 2, achieves the security

ε = 2
k−n

2 .

Parameters. We chose the parameters as follows:

• Output n = 128 bits (standard choice).
• Security level ε = 2−80 (standard choice).
• Necessary entropy k = n + 2 log(1/ε) = 288 (from the security formula).
• Entropy rate equals 21 bits per 30-bit sample (the empirical evaluation).
• Input consists of m = 30� k

21� = 420 bits (given the entropy rate).
• Seed is d = m + n − 1 = 547-bit long.

Since the seed s needs to independent from the source, we generated it from an
online TRNG [Haa] (based on atmospheric noise).

5.4 Generating Secure Keys

To generate a fresh n = 128-bit secure key, we feed the extractor input with
consecutive 14 accelerometer binary samples.

Note that extractor can securely reuse the seed multiple times. This only
slightly affects the security, as the join distribution of � keys is at most

ε′ = � · ε

far from the uniform distribution [BKMS09]. In practice, we set an upper bound
on the lifecycle and reseed the extractor from time to time; the number of calls
will be much smaller comparing to ε−1 ≈ 280 so that one seed suffices for a
long usage [BKMS09]. In our experiment, we extracted � ≈ 105 keys, and the
security is still7 ε′ ≈ 2−63. This theoretical security guarantee was confirmed by
evaluating the NIST battery of tests, discussed in the next section.

7 Clearly, we could adjust security parameters to end with an arbitrary security level.
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5.5 Evaluation of NIST Tests

We subjected extracted � = 105 keys to the NIST battery of test [BRS+10],
using the implementation from [Kra].

Following the NIST recommendations, the dataset was divided into 100 parts
and each tests was evaluated 100 times, except Maurer’s Universal Test (executed
only 10 times as it demands sequences longer than 350,000 bits). For every test,
we evaluated goodness of fit as follows: the obtained p-values were tested against
uniformity by grouping into 10 equal subintervals (see columns C1,..,C10) and
applying the chi-square test with 9 degrees of freedom. For every test, the result
was positive. Our sequences passed all the rests8. The details are presented
in Table 4.

Table 4. NIST Tests Results

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 P-VALUE PROPORTION STATISTICAL TEST

5 15 12 7 15 6 5 21 7 7 0.001509 100/100 Frequency

8 11 4 12 9 10 13 12 11 10 0.739918 99/100 BlockFrequency

7 11 11 12 13 11 8 10 3 14 0.401199 99/100 CumulativeSums

5 9 15 15 13 8 4 7 11 13 0.108791 100/100 CumulativeSums

13 12 10 12 9 7 13 12 6 6 0.616305 98/100 Runs

11 13 8 14 12 3 15 12 7 5 0.102526 99/100 LongestRun

12 14 9 10 10 2 12 8 13 10 0.334538 100/100 Rank

5 12 10 10 11 9 13 4 14 12 0.383827 99/100 FFT

9 9 4 13 12 8 12 10 14 9 0.574903 98/100 NonOverlappingTemplate

12 13 11 14 7 8 12 5 11 7 0.514124 99/100 OverlappingTemplate

0 2 2 1 0 2 1 1 0 1 0.739918 10/10 Universal

12 11 7 9 13 12 10 9 9 8 0.946308 97/100 ApproximateEntropy

4 0 1 1 1 1 2 1 1 2 0.213309 13/14 RandomExcursions

9 15 12 8 7 13 11 9 5 11 0.534146 99/100 Serial

6 10 6 11 12 10 14 11 12 8 0.719747 100/100 LinearComplexity

A Our Estimator Vs Plugin Estimates

Suppose that we want to approximate the empirical frequency of a distribution
over X . Let X1, . . . , Xn be i.i.d. samples, x ∈ X be one fixed word, and p =
Pr[X = x]. According to Chernoff Bounds, estimating p from n samples up to

a relative error
√

3 ln(1/ε)
np gives us the confidence 1 − ε. This is however for one

pattern x. To have a guarantee for all patterns x, we need to replace ε by ε/|X |
and consider that p can be not bigger than 1

|X | . Then, the relative error may be

as big as δ =
√

3|X | ln(|X |/ε)
n . Since the entropy formulas, involve the logarithms

8 For 100 repetitions, the passing threshold is 96.
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of p, the relative error of δ yields an absolute error of δ9. For n samples the total
absolute error is

Δ =
√

3n|X | ln(|X |/ε),

and the necessary storage is (assuming that p can be as small as |X |−1)

S = |X | · |log δ| > |X | log(|X ) + |X | log log(1/ε)

because in order to achieve relative error at most δ, we need log(1/delta) bits to
store every number during computation. Our estimator gives the slightly better
error of

Δ = O
(√

n|X | ln(1/ε)
)

,

bits, and the storage O(log(|X |).
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Abstract. When wearable and personal health device and sensors capture data
such as heart rate and body temperature for fitness tracking and health services,
they simply transfer data without filtering or optimising. This can cause over-
loading to the sensors as well as rapid battery consumption when they interact
with Internet of Things (IoT) networks, which are expected to increase and
demand more health data from device wearers. To solve the problem, this paper
proposes to infer sensed data to reduce the data volume, which will affect the
bandwidth and battery power reduction that are essential requirements to sensor
devices. This is achieved by applying beacon data points after the inferencing of
data processing utilising variance rates, which compare the sensed data with
adjacent data before and after. This novel approach verifies by experiments that
data volume can be saved by up to 99.5 % with a 98.62 % accuracy. Whilst
most existing works focus on sensor network improvements such as routing,
operation and reading data algorithms, we efficiently reduce data volume to
reduce bandwidth and battery power consumption while maintaining accuracy
by implementing intelligence and optimisation in sensor devices.

Keywords: Body sensors � mHealth � IoT � Cloud � Big data � Inference �
Beacon

1 Introduction

Personal sensors and wearable devices are now prevalent and used to provide health
related applications such as fitness tracking and real-time monitoring services, and are
also now expected to connect to IoT networks. These demands will cause additional
transactions and workloads on wireless personal area networks (WBAN) consisting of
sensors and smartphones, which will consequently affect the performance and battery
power of devices such as physiological sensors, biomedical sensors, monitoring
devices (e.g. heart rate, body temperature, respiratory and glucose monitoring etc.) and
wearables. Current sensors do not interact significantly with IoT networks nor have the
intelligence to provide data to health networks discretely. Rather, they are passive and
simply provide sensed data on a regular basis or on demand due to typical sensors
having hardware and size limitations. However, this is now evolving due to the
introduction of smartphone and wearable device interactions allowing access to more
powerful resources and a greater capacity to provide health information demanded by
wellbeing requests. As this is a new area of demand i.e. sensors interacting with IoT
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devices which will use health data, there have not been many works done on how to
efficiently transfer sensor data to external networks. It is logical to expect and envisage
that traffic and transactions of data requests to sensors will be increased greatly by IoT
networks as Gartner forecasted that 20.8 billion “things” will be connected by 2020 [1].
To alleviate this problem, we proposed to infer data processing of sensors to reduce
transactions from sensors to smartphones and IoT networks [2]. This solution involves
inferring to only transmit data if it is significantly different from previous data points
captured. Whilst the solution can greatly reduce the number of data to transmit, it may
distort the original data and does not properly represent some data such as in short
interval sample situations shown in Fig. 10. To solve this problem, we propose to
analyse differences between the original and inferred data, and apply beacon data points
into the inferred result so that it can represent the original data as closely as possible.
There are three aspects used to verify and assess the results:

• Efficiency: ratio of saved (reduced) data volume and actual transmitted data
• Savings: ratio of reduced data and sensed data (%)
• Accuracy: ratio of total value of transmitted data and original data (%)

Efficiency RateðErÞ ¼ No of Sensed data� No of Transferred data
No of Transferred data

Savings RateðSrÞ ¼ No of Sensed data� No of Transferred data
Number of Sensed data

x100

Accuracy RateðArÞ ¼ Sum of original DPs� Sum of differences
Sum of original DPs

x100

2 Related Works

Whilst there are many works on improving sensor networks to process data such as
using middleware in a new global sensor network infrastructure [3], improving routing
protocols [4–6] or acquisition of reading and modelling the accuracy of the sensor
reading using algorithms [7], there are little works performed in trying to minimise the
data sampling and transmission from the sensors. Bragg et al. [8] proposes a rein-
forcement learning (RL) protocol based queue management and scheduling scheme,
which uses data criticality and deadline to determine the scheduling priority in WBAN
consisting of sensor devices and a patient data controller (PDC). To optimise the per-
formance a packet arrives and placed onto a queue at a PDC, which will be followed by
scheduling. Consequently, they try to minimise packet drops using criticality-weighted
drop rate. This approach can be further used to incorporate event detection through the
use of sensory signatures. If the function of PDC can be implemented within a sensor
device, it will be useful to enhance the efficiency of data transmission to smartphones or
IoT. However, they do not consider that not every datum has to be transferred if it does
not have to be. Where possible, it is unnecessary to send all data consuming bandwidth
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and power resource if there is a better and effective way such as reducing the volume of
original data e.g. sampling 1 in 8000 for voice signaling in PSTN to decode and recover
the original voice as in the Nyquist theorem [9]. It is possible to select samples for
transfer by inferred algorithms so they can be recovered in the other node without
significant distortion. Leu et al. [10] proposes a clustering algorithm for grouping sensor
nodes which can increase the energy efficiency of the sensor network, which will cause
additional overhead. To solve the issue, they propose a new regional energy aware
clustering method using isolated nodes for WSNs, called Regional Energy Aware
Clustering with Isolated Nodes (REAC-IN). Like other works in routing, operating and
network enhancement, this solution overlooks the cause of the overloading, i.e. data
volume increasing in sensor devices.

3 Implementation of Inference System

Variance rates (VR) are used to infer data selection and transmission by comparing the
current value with before and after the value to screen out similar data points, and
therefore data points which can be saved from transmission. Different VRs can be
applied with finer or coarser rates, e.g. 1 % VR is finer than 10 % VR. It can be applied
using the formula below.

If Vc� Vc1j jOR Vc0� Vcj j [Vc Vr;

then Vx ¼ Vc

Else then Vx ¼ Nil; where Vc ¼ current value;Vc0 ¼ previous value;Vc1
¼ next value and Vx ¼ sampling value; and Vr ¼ variance rate

When a variance rate has been applied and plotted against the original graph, there
are differences between the inferred data graph and the original data graph as shown in
Fig. 1. S (Upper) represents the area of gap or distorted portion by the inferred values
that are less than the original, whilst S (Lower) represents areas of inferred values that
are higher than the original values. The higher the total area of gaps means there is
more distortion and therefore it is better to have a lower total area if accuracy is
concerned. The formula below depicts the area of upper and lower sides of the inferred
graph against the original.

Su ¼
Xn

k¼0
n
k

� �
Sn where Sn ¼ GðS1; S2. . .; SnÞ;

Similarly Sl ¼
Xn

k¼0
n
k

� �
Sn where Sn ¼ YðS1; S2. . .; SnÞ;

Total area of the gaps would be presented as below. A larger value means a
‘coarser’ and higher VR inference has been used relative to a smaller total area which
means that a ‘finer’ and lower VR value has been applied. When the difference
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(Sd ¼jSu� Slj) is larger, that means the result is farther from the average, and therefore
the smaller the difference, the better it represents the original trend. However, a smaller
difference does not necessarily mean that it always represents the original properly, but
can be an indicator of how accurate the inference is to the original along with using the
total gaps (S) instead. For example, a small S value as well as a small Sd means it is
likely to be closer to the original. Therefore these figures (i.e. S and SdÞ can be used to
determine how accurate (as below equation) each inference is as the result, whilst
savings or reduction of DPs indicate the efficiency. If S = 0, it represents the original
data perfectly with no distortion. If Sd = 0, it means the inference represents the mean
value of the graph despite not representing the original perfectly.

S ¼ Suþ Sl

Accuracy RateðArÞ ¼ Sum of original DPs� Sum of differences
Sum of original DPs

x100

The figure below depicts the upper and lower gaps after inference has been applied.

There is a dilemma when a finer VR is applied to short interval (e.g. every second)
samples as short interval data points (DPs) do not fluctuate greatly. For example, heart
rate of sleep or resting mode hardly varies by more than 10 points between DPs sensed
every second. As the VR compares the current value with adjacent values before and
after the current value, it will not take the sample when the DPs being compared
fluctuate in a small linear fashion, e.g. rising consecutively from 120, 121, 122, 123,
124 etc. This means that if HR changes from 120 to 150 over 30 s incrementally by 1
BPM per second, the inference will not display the increase to 150 DP at all as each
increase in the value is less than the VR threshold specified. To solve this dilemma, a
different method should be applied such as adding beacon DPs, which take data at a set
frequency regardless of how much it varies in order to maintain representation of the
original DPs. When S(upper) is more than 50 %, then the inference has undervalued
the original, where the values are measured with the summation of differences against
the original values, and accumulated to compare with the differences. In other words,
the sampled value is less than the original DP. In the case of 20 % VR in Table 1, the
result shows that accuracy (74.6 %) is poor despite savings (98 %) being high. Also it
is distorted a lot (26.4 %) against the original graph. Inference level and variance rate
can be applied based on design requirements as requestors may have a differing range
of what is considered to be an acceptable threshold. Results for body temperature

S (Upper)

S (Lower)

Fig. 1. Differences between the original and inferred value
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increase reasonably linearly and has a short delay before it drops after exercising. Heart
rate fluctuates with a larger range than body temperature. It is also sensed at a higher
time frequency, whereas vital signs such as body temperature are sensed on a
minute-by-minute basis. Since the nature of sensed data behave differently with their
own traits, detailed analysis of data are discussed using the scenarios including;

• Stable and fluctuating cases, e.g. sleep and walk monitoring
• Short and long interval of sampling data
• Fine and coarse inference level

4 Testing and Results

Informed consent from all human subjects were obtained prior to the experiment, and
complied with ethical clearance codes such as the Australian ‘National Statement on
Ethical Conduct in Human Research’ [11]. There are twomethodologies used to generate
and capture test data. These include capturing and exporting sensed data, and trans-
mitting data to requestor networks. Wearables (sensors), Raspberry Pi, PC, Smartphone

Fig. 2. Test network topology for sensed data capture, transfer and export. Cloud servers are in
production network provided by Intel and Fitbit, which collects sensed data via the smartphone
and provides export to PC when requested for data processing

Fig. 3. Raspberry Pi ports configuration
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and production servers are used. Testing network topology is depicted in Fig. 2 and
Raspberry ports allocation is shown in Fig. 3 including a wireless port for Wi-Fi con-
nection, network port for internet, HDMI port for I/O, and USB port for powering the
device. Smartphone interacts with user to display processed data which is exported from
the Cloud server. It also collects sensed data from sensors and transfers them to Cloud
server, which exports to PC for data processing. These data are used to manipulate and
simulate inference algorithms. Sensors include heart rate, body temperature and respi-
ration rate, and Cloud server refers to the actual Fitbit and Basis production servers which
collect and export sensed data to smartphones and PC. Raspberry Pi is used to simulate a
sensor which transfers data to the PC for data processing.

To obtain and export sensed data from a Fitbit production cloud server which
allows developers to export sensed data, API commands are required with a login
account specifying data requests details including the timestamp and data ranges.
Testing is conducted in two phases, which are simulation and the actual testing using

Fig. 4. Sensed data of body temperature simulation

Fig. 5. Result of inferencing (simulation data)
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body temperature. In phase 1, body temperature data are created manually and simu-
lated including movements such as resting and exercising. There are four sensors
attached on different parts of the body such as the wrist or chest to capture the tem-
perature of the user who initially starts walking and gradually increases to fast walking
and running for about 30 min. This is followed by 5 min of slowing down before
stopping. The sensors regularly sense every minute and transfer all the sensed data to a
smartphone, which results in 168 transmissions as shown in Fig. 4. When the inference
algorithm of data optimisation is applied, the number of transmissions is reduced to
minimum as pre-defined. Thus, the result in Fig. 5 shows that the number of sensed
data are 168 (4 sensors × 42 captures), however these data are inferred and result in 8
transmissions based on the range criteria method. This gives a savings rate of 95.2 %.

In phase 2, actual body temperature is collected during exercise along with various
activities and the results show that it varies along with human activity. Detailed testing
and results are discussed below. Body temperature shown in Fig. 6 is captured with 45
data points over the exercise period of 40 min on a minute-by-minute basis. After
having applied the algorithm, it is inferred with 11 data points, which gives a savings
rate of 75.5 %.

Table 1. Data savings for various VR for 24 h samples. S denotes area against the total
measurement

Variance rate 0 % 2.5 % 5 % 10 % 20 %

Data points 1420 691 306 146 17
Savings (%) N/A 51.3 78.5 89.7 98.8
Accuracy (%) N/A 99.3 97.0 93.7 74.6
Su: S(upper) N/A 347 (50 %) 1531 (48.8 %) 2790 (41.8 %) 5125 (19.1 %)
Sl: S(lower) N/A 347 (50 %) 1608 (51.2 %) 3883 (58.2 %) 21765 (80.9 %)
S: Suþ Sl N/A 694 3139 6673 26890
Accuracy results N/A Very Good Good & Useable Poor Unusable

Fig. 6. Body temperature inference result for exercise mode (real data)
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During 24 h, a total of 1420 heart rate data points were sensed and processed for
various inference rates including 2.5 %, 5 %, 10 % and 20 % variance rates. Results
show that the data points obtained after the inference algorithms have been applied are
significantly reduced as shown in Table 1.

5 Discussion

Evaluation approach includes three aspects. Firstly, two test modes and results are
discussed including resting (sleeping) and exercising (walking) mode mainly utilising
heart rate samples since the nature of data fluctuations and variance are quite different
between them. Secondly, short (seconds) and long (minutes) intervals of sensing times
are used to analyse gaps and traits of data. Finally fine and coarse inference algorithms
are applied to show differences and efficiency of each case.

Fig. 7. Sleeping monitoring with multiple sensors on a minute basis showing lost data sections,
e.g. Sensor 1 lost (A) and Sensor 2 (B, C & D), which needs to be inferred

Fig. 8. Averaged sleep monitoring data on a minute basis after inference to fill the gaps from the
data loss
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When capturing data, some sensors may not capture data properly due to an
incorrect placement of the device. As shown in Fig. 7 for sleep monitoring data over
one night, sensor device 1 did not capture data over the ‘A’ period, whilst sensor device
2 did not capture during periods of ‘B’, ‘C’ and ‘D’ as labelled on the graph. This may
be a potential cause of alarm raising and notification for mHealth services when
monitoring in real-time. To avoid the alarm, a sensor can average values from both data
as in Fig. 8, which can also be used for inferring process. Having applied a 1 % and
2.5 % of inference rate to reduce the number of transactions for body temperature and
heart rate respectively, the volume of data to be transferred reduced by 76 % for BT
and 73 % for HR. These results are shown in Fig. 9 and depict HR and BT sensed on a
minute basis. BT inference shows better results representing almost identical data as
opposed to HR. In other words, savings rate are similar for BT and HR, however
accuracy are very different.

Fig. 9. Inferred HR and BT of sleep monitoring data on a minute basis. Whilst BT represents the
original well, HR results show gaps. This can be improved by applying beacons

Fig. 10. Short interval with coarse inference (original DP: 1806, inferred DP: 140). Data are
distorted a lot without beacons
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When sensor data are monitored at short intervals, e.g. every second, the inference
system may discard data as adjacent data points may be similar and do not reach the
VR threshold. Thus this may cause distortion from the original despite it varying
significantly over a longer period of time. This can be improved by adding beacons to
transmit data regardless of meeting the VR threshold, and to maintain the inference as
close as possible to the original. Beacon data points are defined as once a minute in
these experiments and by itself cannot represent the original data accurately as it has
59 s of gaps in between. Finer inference VRs may be more accurate, however it results
in more DPs, which means there is a lower Er from the perspective of data trans-
mission. Sometimes they do not require accurate figures but a ballpark only, in which
case a coarse inference method can be used. Figure 10 shows 140 DPs out of 1806
resulting in a data reduction of 92.2 %. This may be sufficient enough for a physician to
quickly scan HR BPMs during 70 min of exercise as 140 DPs can reasonably represent
the original data. However if they require finer and more accurate samples, this cannot
be used to represent the original and beacon DPs can be added to improve the accuracy
as shown in Fig. 11.

As the results of data reduction with savings rate for each inference scenario show,
more data reduction (approximately over 90 %) is achieved in sleep monitoring than
during exercise as the sensed values hardly fluctuate over this long period of time.
Thus, the steps below can be applied to select the level of inference desired.

• Step1: remove the same data sensed consecutively from the original (BL1).
• Step2: apply coarse inference algorithm
• Step3: apply coarse inference with beacons
• Step4: apply fine inference algorithm
• Step5: apply beacon on fine inference data

Fig. 11. Short interval with coarse inference and beacon (original DP: 1806, inferred DP: 204).
Adding 100 DPs of beacons improve the result with coarse inference reducing approximately
60 % of data comparing to the fine inference
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6 Future Research

When sensed data have been transmitted to the requestor networks after having applied
inference, it includes personal, private and sensitive content, causing issues related to
biometric security and privacy. Threats and attacks can be made including spoofing, in
which an attacker presents a falsified biometric trait to the system with the intention of
masquerading as another person, and evasion, in which a person attempts to obfuscate
or modify a biometric trait to avoid being detected by the system. Evans et al. [12]
defines that biometrics is the science of recognizing individuals based on their beha-
vioural and physiological characteristics such as their face, fingerprints, iris, voice, gait,
and signature. A typical biometric system may be viewed as a pattern classification
system that utilizes advanced signal processing schemes to compare and match bio-
metric data. As this area has been rapidly evolved, it is proposed to utilise physiological
data as a novel approach to aid in privacy and security. Everyone has a unique
physiological condition, which can be collected and processed to create an individu-
alised biometrics pattern. For example, people who are disabled, inmates, elderly or
patients in a hospital will have movement restrictions as compared to commuters and
therefore may have less activity such as running or exercising for long periods of time.
In this case, physiological data with activity recognition can verify whether the health
information of an individual is genuine or modified and injected as an attack. When an
individual has a personal health characteristic such as diabetes, obesity, high blood
pressure, illness or chronic diseases, it is likely that they have specific data that could be
used to analyse and define biometric footprints.

7 Conclusion

Personal sensors are expected to be overloaded by connecting other networks such as
IoT, peer-to-peer networks and other sensor networks in addition to the existing
mHealth WBAN. We proposed to infer sensed data before transmitting them to the
requestor networks in order to reduce data volume and bandwidth to save battery power
consumption. To implement, various VRs are used to determine optimal inferencing of
data processing such as finer or coarser rates followed by beacon data points to be
added to increase the accuracy as high efficiency does not necessarily mean it will
represent the original data accurately. By avoiding or removing duplicated data, the

Table 2. Summary of Second-by-second Sleep Monitoring

Original Beacon Removed
duplication

Fine with
beacon

Coarse
(3 %)

3 % + beacon

DP 7592 38 1308 107 483 513
Savings
(%)

99.5 82.8 98.6 93.6 93.2

Accuracy
(%)

95.0 99.0 95.7 % 98.59 98.62
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accuracy can be up to 99 % which represents the original, and data reduction can be up
to 83 % as shown in Table 2. The savings can be improved by applying finer VR to
meet the needs from the requestors. To assess the result, we proposed to measure
accuracy and efficiency.
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Abstract. Elliptic Curve point arithmetic is at the heart of all crypto-
graphic algorithms utilizing Elliptic Curves. Pairing based cryptography
has been an area of intense research recently. In this context, we

(i) present an improved version of Stange’s Elliptic Net Algorithm to
compute the Tate Pairing,

(ii) present an improved algorithm for Point arithmetic and Pairing
on Selmer curves and

(iii) show that Co-Z based precomputation algorithms for ellip-
tic curve double scalar multiplication are not necessarily faster than
Conjugate-addition based precomputation algorithms as claimed in the
literature.

Keywords: Elliptic curve cryptography · Point arithmetic · Pairing
based cryptography · Tate Pairing · Miller’s algorithm · Stange’s Ellip-
tic Net algorithm · Selmer curves · Scalar multiplication · Precomputa-
tion schemes · Double scalar multiplication · Co-Z addition · Conjugate
addition

1 Introduction

Due to smaller key sizes, Elliptic curve cryptography(ECC), independently intro-
duced by Koblitz and Miller 30 years ago, is an attractive alternative to tradi-
tional public key algorithms such as RSA, especially in the domain of lightweight
applications. Optimized low-cost ECC implementations are crucial for the suc-
cess of light weight cryptography. Elliptic curve point arithmetic is at the core of
most ECC implementations and a speedup of point arithmetic algorithms results
in faster ECC implementations.

Pairing based cryptography was first introduced by Joux in his one round
Tripartite Diffie-Hellman key exchange scheme [5]. The Weil and the Tate Pairing
are two well known examples of pairings which are usually computed using the
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well known Miller’s algorithm, first described in 1986 and subsequently published
in 2004 [15]. In [6], Stange proposed an alternate algorithm to compute the Tate
Pairing by using Elliptic Nets which are a generalization of integer sequences
satisfying certain properties that were first studied by Ward in [8].

While Miller’s algorithm and Stange’s Elliptic Net algorithm are both log(n)
algorithms, the Elliptic Net algorithm is slower, owing to a difference in the con-
stants, though it is only somewhat slower than an optimized Miller’s algorithm,
especially at higher embedding degrees [6]. There are numerous papers pub-
lished on the optimization of Miller’s algorithm [2], however, there has hardly
been any research published in the literature to optimize Stange’s algorithm.
This motivates the need to consider optimizations of Stange’s algorithm. This
paper provides an improved version of Stange’s algorithm to compute the Tate
Pairing. This improvement may still not make Stange’s method faster than that
of Miller’s yet, but is an improvement worth considering, as Stange’s algorithm
is the only viable alternative to Miller’s algorithm for Pairing computation. This
improvement is also applicable to (a) an algorithm due to Kanayama et al. [10]
that computes elliptic curve scalar multiplication using an adapted version of
Stange’s algorithm and (b) an improved version of Kanayama’s version due to
Chen et al. [1].

In [7], Zhang et al. propose efficient formulae and algorithms for point arith-
metic on a new model of Elliptic Curves called “Selmer Curves” They also pro-
vide an algorithm for Tate Pairing on these curves. We provide an improved
algorithm for point arithmetic and Tate Pairing on Selmer curves.

Recently, new approaches for precomputation that aid in Elliptic curve dou-
ble scalar multiplication were introduced. In [13], Lin and Zhang construct new
algorithms for precomputation of a set of Elliptic Curve points used in Elliptic
Curve double scalar multiplication. These algorithms were based on Meloni’s
Co-Z point addition formulae [9] and the authors in [13] conclude that, for any
window size, their algorithms using Co-Z point addition would cost lesser than
Longa and Gebotys’ algorithm [12] to achieve the same. Longa and Gebotys’
algorithm was based on Conjugate addition. In other words, the authors in [13]
conclude that Co-Z point addition is cheaper than Conjugate addition, when
it comes to precomputation schemes for double scalar multiplication on elliptic
curves. In this paper, we show that this conclusion is not correct.

The rest of the paper is structured as follows: In Sect. 2, we provide an
introduction to Stange’s Elliptic Net algorithm to compute the Tate Pairing and
an improvement to this algorithm. Section 3 provides an introduction to Selmer
curves with algorithms for point arithmetic, followed by an improvement of the
point addition algorithm and the Tate Pairing on these curves. Section 4 revisits
two precomputation schemes that is used to compute elliptic curve double scalar
multiplication and further shows that Lin and Zhang’s conclusion that their class
of algorithms are better than that of Longa and Gebotys’ is incorrect.
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2 An Improved Version of Stange’s Elliptic Net
Algorithm to Compute the Tate Pairing

Until recently, Miller’s algorithm was the only viable algorithm to compute Pair-
ings. However, in 2006, Stange published an alternative option using Elliptic Nets
[6] which are a generalization of elliptic divisibility sequences (integer sequences
h0, h1, h2, ..., hn, satisfying the following two properties:

1. For all positive integers m > n,

hm+nhm−n = hm+1hm−1h
2
n − hn+1hn−1h

2
m (1)

2. hn divides hm whenever n divides m).

2.1 Stange’s Algorithm for Tate Pairing Revisited

Before we outline Stange’s algorithm, we must define the Tate Pairing. Let E be
an elliptic curve defined over a field L containing the m-th roots of unity, where
m ∈ Z

+. Let E(L)[m] = {P ∈ E(L)|mP = O} and mE(L) = {mP |P ∈ E(L)}.
Further let P ∈ E(L)[m] and Q ∈ E(L)/mE(L). Since mP = O, there is a
rational function f with divisor div(fP ) = m(P ) − m(O). If we choose another
divisor DQ defined over L such that DQ ∼ (Q) − (O) and with support disjoint
from div(fP ), the Tate Pairing is the mapping

Tm : E(L)[m] × E(L)/mE(L) → L∗/(L∗)m defined by Tm(P,Q) = fP (DQ).

As stated above, whilst constructing an algorithm to compute the Tate Pairing
using Elliptic Nets, Stange provided a theorem useful in constructing the Tate
Pairing in her paper [6], which we repeat below for convenience:

Fix a positive m ∈ Z. Let E be an elliptic curve defined over a finite field L
containing the m-th roots of unity. Let P,Q ∈ E(L), with [m]P = O. Choose
S ∈ E(L) such that S /∈ {O, Q}. Then there exists an Elliptic Net W : Zn → L
and p,q, s ∈ Z

n such that the quantity

Tm(P,Q) =
W (s + mp + q)W (s)
W (s + mp)W (s + q)

is exactly the Tate Pairing Tm =Tm : E(L)[m] × E(L)/mE(L) → L∗/(L∗)m.

In the above, W is a map W : A → R satisfying the following recurrence relation
for p, q, r, s ∈ A, where R is an integral domain and A is a finitely generated free
abelian group.

W (p + q + s)W (p − q)W (r + s)W (r)
+ W (q + r + s)W (q − r)W (p + s)W (p)

+ W (r + p + s)W (r − p)W (q + s)W (q) = 0
(2)

Further Stange provides the following result in [6].
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Let E be an elliptic curve defined over a finite field L, m a positive integer,
P ∈ E(L)[m] and Q ∈ E(L).IfWp is the Elliptic Net associated to E,P , then

Tm(P, P ) =
WP (m + 2)WP (1)
WP (m + 1)WP (2)

Further if WP,Q is the Elliptic Net associated to E,P,Q, then

Tm(P,Q) =
WP,Q(m + 1, 1)WP,Q(1, 0)
WP,Q(m + 1, 0)WP,Q(1, 1)

(3)

Using Shipsey’s algorithm [14] for computing terms of an elliptic divisibility
sequence and the above theorems, Stange provides a scheme that can be used
to compute the Tate Pairing by calculating the terms W (m, 0) and W (m, 1) of
an Elliptic Net. Stange defines a block centered on k to consist of a first vector
of eight consecutive terms of the sequence W (i, 0) centered on terms W (k, 0)
and W (k + 1, 0) and then a second vector of three consecutive terms W (i, 1)
centered on the term W (k, 1). For a block V centered on k, she proposes two
algorithms, Double(V), that returns the block centered on 2k and DoubleAdd(V)
that returns the block centered on 2k + 1. While the first vectors of Double(V)
and DoubleAdd(V) are calculated in terms of W (2, 0) and the terms of V , using
the following instances of (1), where i = k − 1, . . . , k + 3

W (2i − 1, 0) = W (i + 1, 0)W (i − 1, 0)3 − W (i − 2, 0)W (i, 0)3 and (4)

xW (2i, 0) = (W (i, 0)W (i + 2, 0)W (i − 1, 0)2

− W (i, 0)W (i − 2, 0)W (i + 1, 0)2)/W (2, 0) (5)

the second vectors are computed, in terms of W (1, 1),W (1, 1),W (2, 1) and the
terms of V , using the following instances of (2) below:

W (2k − 1, 1) = (W (k + 1, 1)W (k − 1, 1)W (k − 1, 0)2

− W (k, 0)W (k − 2, 0)W (k, 1)2)/W (1, 1), (6)

W (2k, 1) = W (k − 1, 1)W (k + 1, 1)W (k, 0)2

− W (k − 1, 0)W (k + 1, 0)W (k, 1)2, (7)

W (2k + 1, 1) = (W (k − 1, 1)W (k + 1, 1)W (k + 1, 0)2

− W (k, 0)W (k + 2, 0)W (k, 1)2)/W (−1, 1), (8)

W (2k + 2, 1) = (W (k + 1, 0)W (k + 3, 0)W (k, 1)2

− W (k − 1, 1)W (k + 1, 1)W (k + 2, 0)2)/W (2,−1). (9)

Algorithm 1 below calculates W (m, 1) and W (m, 0) for any positive integer m.
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Algorithm 1. Elliptic Net Algorithm

INPUT: Initial terms a = W (2, 0), b = W (3, 0), c = W (4, 0), d = W (2, 1),
e = W (−1, 1), f = W (2,−1), g = W (1, 1) of an elliptic net satisfying
W (1, 0) = W (0, 1) = 1 and integer m = (dkdk−1 . . . d0)2 with dk = 1

OUTPUT: Elliptic net elements W (m, 0) and W (m, 1).

1: V ← [[−a,−1, 0, 1, a, b, c, a3c − b3]; [1, g, d]]
2: for i = k − 1 down to 1 do
3: if di = 0 then
4: V ← Double(V )
5: else
6: V ← DoubleAdd(V )
7: end if
8: end for
9: return V [0, 3], V [1, 1] //terms W (m, 0) and W (m, 1) respectively

The Tate Pairing is now computed using Eq. 3. If a Weierstrass form elliptic
curve E over a finite field Fq of characteristic not 2 or 3 is given by

y2 = x3 + Ax + B

and points P = (x1, y1) and Q = (x2, y2) on E(Fq) with Q �= ±P , the values
of a, b, c, d, e, f , g must be calculated as required inputs for the Elliptic Net
Algorithm, which are the terms of the elliptic net associated to E, P , Q. The
necessary formulae are given by the functions Ψm,0 called division polynomials
(see [16, p. 105] and [17, p. 477]). We have

W (1, 0) = 1, (10)
W (2, 0) = 2y1, (11)

W (3, 0) = 3x4
1 + 6Ax2

1 + 12Bx1 − A2, (12)

W (4, 0) = 4y1(x6
1 + 5Ax4

1 + 20Bx3
1 − 5A2x2

1 − 4ABx1 − 8B2 − A3), (13)
W (0, 1) = W (1, 1) = 1, (14)

W (2, 1) = 2x1 + x2 −
(

y2 − y1
x2 − x1

)2

(15)

W (−1, 1) = x1 − x2 and (16)

W (2,−1) = (y1 + y2)2 − (2x1 + x2)(x1 − x2)2. (17)

If P has order m and if a, b, c, d, e, f , g given by (11)–(17) above, the output
of Algorithm 1 can be used to compute the Tate Pairing using Eq. (3) above.
Factoring out frequently occurring common subexpressions, Stange provides an
optimised version of the Double and DoubleAdd algorithm as follows:
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Algorithm 2. Double and DoubleAdd

INPUT: Block V centred at k of an elliptic net satisfying W (1, 0) = W (0, 1) = 1,
values α = W (2, 0)−1, E = W (−1, 1)−1, F = W (2,−1)−1,
G = W (1, 1)−1 and boolean add

OUTPUT: Block centered at 2k if add == 0 and centred at 2k +1 if add == 1.

1. S ← [0, 0, 0, 0, 0, 0]
2. P ← [0, 0, 0, 0, 0, 0]
3. S0 ← V [1, 1]2

4. P0 ← V [1, 0]V [1, 2]
5: for i = 0 to 5 do
6: S[i] ← V [0, i + 1]2

7: P [i] ← V [0, i]V [0, i + 2]
8: end for
9: if add == 0 then
10: for i = 1 to 4 do
11: V [0, 2i − 2] ← S[i]P [i + 1] − S[i + 1]P [i]
12: V [0, 2i − 1] ← (S[i]P [i + 2] − S[i + 2]P [i])α
13: end for
14. V [1, 0] ← (S0P [3] − S[3]P0)G
15. V [1, 1] ← S[3]P0 − S0P [3]
16. V [1, 2] ← (S[4]P0 − S0P [4])E
17: else
18: for i = 1 to 4 do
19: V [0, 2i − 2] ← (S[i]P [i + 2] − S[i + 2]P [i])α
20: V [0, 2i − 1] ← S[i + 1]P [i + 2] − S[i + 2]P [i + 1]
21: end for
22. V [1, 0] ← S[3]P0 − S0P [3]
23. V [1, 1] ← (S[4]P0 − S0P [4])E
24. V [1, 2] ← (S0P [5] − S[5]P0)F
25: end if
26: return V

2.2 Improvement to Stange’s Algorithm

Stange calculates the cost of the Double step in the above scheme to be 6S +
(6n+26)M +Sn+ 3

2Mn, while that of the DoubleAdd steps is 6S+(6n+26)M +
Sn + 2Mn where M and S are the costs of a multiplication and squaring in Fq

respectively while Mn and Sn are the costs of a multiplication and squaring in
Fqn respectively. Here for the integer m and finite field Fq, embedding degree n
is the least integer such that m|(qn − 1). Usually for the Tate Pairing, a curve
defined over Fq of embedding degree n > 1, while P ∈ E(Fq) and Q ∈ E(Fqn).
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Now Lines 10–13 of Algorithm 2 costs 4 ∗ 5M = 20M while Line 18–21 costs
4 ∗ 5M = 20M and can be replaced with the following blocks of code:

Lines 10–13 can be replaced with the Lines 18–21 can be replaced with the

following block of code (Block 1): following block of code (Block 2):

A ← (P [1] + P [2])(S[1] − S[2]); A ← (P [2] + P [3])(S[2] − S[3]);

B ← (P [1] − P [2])(S[1] + S[2]); B ← (P [2] − P [3])(S[2] + S[3]);

C ← (P [1] + P [3])(S[1] − S[3]); C ← (P [2] + P [4])(S[2] − S[4]);

D ← (P [1] − P [3])(S[1] + S[3]); D ← (P [2] − P [4])(S[2] + S[4]);

E ← 2(P [2] − P [3])(S[2] + S[3]); E ← 2(P [3] − P [4])(S[3] + S[4]);

F ← (P [3] + P [4])(S[3] − S[4]); F ← (P [4] + P [5])(S[4] − S[5]);

G ← (P [3] − P [4])(S[3] + S[4]); G ← (P [4] − P [5])(S[4] + S[5]);

H ← (P [3] + P [5])(S[3] − S[5]); H ← (P [4] + P [6])(S[4] − S[6]);

I ← (P [3] − P [5])(S[3] + S[5]); I ← (P [4] − P [6])(S[4] + S[6]);

J ← 2(P [4] − P [5])(S[4] + S[5]); J ← 2(P [5] − P [6])(S[5] + S[6]);

V [0, 0] ← (A − B)/2; V [0, 0] ← (S[1]P [3] − S[3]P [1])α;

V [0, 1] ← (C − D)α/2; V [0, 1] ← (A − B)/2;

V [0, 2] ← ((C + D) − (A + B + E))/2; V [0, 2] ← (C − D)α/2;

V [0, 3] ← (S[2]P [4] − S[4]P [2])α; V [0, 3] ← ((C + D) − (A + B + E))/2;

V [0, 4] ← (F − G)/2; V [0, 4] ← (S[3]P [5] − S[5]P [3])α;

V [0, 5] ← (H − I)α/2; V [0, 5] ← (F − G)/2;

V [0, 6] ← ((H + I) − (F + G + J))/2; V [0, 6] ← (H − I)α/2;

V [0, 7] ← (S[4]P [6] − S[6]P [4])α; V [0, 7] ← ((H + I) − (F + G + J))/2;

By inspection, we can see that both Block 1 and Block 2 costs 18M each. Thus
the cost of the double step in Stange’s algorithm can be reduced to 6S + (6n +
24)M + Sn + 3

2Mn, while that of the DoubleAdd step could be reduced to 6S +
(6n + 24)M + Sn + 2Mn, as summarized in the table below.

Tate Pairing algorithm Double DoubleAdd

Optimised Millers [11] 4S + (n+ 7)M + Sn +Mn 7S + (2n+ 19)M + Sn + 2Mn

Elliptic Net Algorithm [6] 6S + (6n+ 26)M + Sn + 3
2
Mn 6S + (6n+ 26)M + Sn + 2Mn

Improved Elliptic Net
Algorithm (this paper)

6S + (6n+ 24)M + Sn + 3
2
Mn 6S + (6n+ 24)M + Sn + 2Mn

Stange’s algorithm was adapted by Kanayama et al. to compute Elliptic Curve
scalar multiplication [10]. Their Double and DoubleAdd steps costs 26M + 6S
and this can be reduced to 24M + 6S as a result of adapting the optimization
to Stange’s algorithm presented in this paper. Kanayama’s algorithm was then
further optimized by Chen et al. in [1] using one of the optimizations outlined by
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Stange, which was not utilised by the authors in [10]. Using this optimization and
then replacing four multiplications with four squarings in Stange’s algorithm, the
authors in [10] reduce the cost of the both the Double and DoubleAdd steps in
Kanayama’s algorithm to 18M + 10S. Using our optimization in this paper, the
cost of the Double and DoubleAdd steps can be reduced to 16M + 10S each.
These costs are summarized in the table below:

Elliptic Net Algorithm for Scalar Multiplication Double DoubleAdd

Kanayama’s Algorithm [10] 26M + 6S 26M + 6S

Improvement due to Chen [1] 18M + 10S 18M + 10S

Further Improvement (this paper) 16M + 10S 16M + 10S

3 Selmer Curves

In [7], the authors consider a new model of an elliptic curve called Selmer Curves
that was so named by Ian Connell [4]. The authors in [7] also provide with explicit
point addition and doubling formulae for Selmer curves. Following [4], we provide
with the following definition.

Definition: Let K be a field of characteristic �= 2 or 3, a Selmer curve over K
is defined by a homogeneous cubic equation of the form aX3 + bY 3 = cZ3 or in
affine coordinates, ax3 + by3 = c, where a, b, c ∈ K and abc = 0.

3.1 Point Arithmetic on Selmer Curves

Assume P1 = (X1 : Y1 : Z1), P2 = (X2 : Y2 : Z2) and let P1 + P2 = P3 = (X3 :
Y3 : Z3), then

X3 = X1Z1Y
2
2 − X2Z2Y

2
1

Y3 = Y1Z1X
2
2 − Y2Z2X

2
1

Z3 = X1Y1Z
2
2 − X2Y2Z

2
1

Below, we replicate the algorithm to compute the above formula as provided in
[7], which costs 12M .

A = X1Y2; B = X2Y1; C = Y1Z2; D = Y2Z1; E = Z1X2; F = Z2X1;
X3 = AD − BC; Y3 = BE − AF ; Z3 = CF − DE.

Below we provide a new algorithm for point addition on Selmer Curves:

A = X1Y2; B = X2Y1; C = Y1Z2; D = Y2Z1; E = Z1X2; F = Z2X1;
G = (B + D)(A − C); H = (B − D)(A + C); I = (B + F )(A − E);
J = (B − F )(A + E); K = (D − F )(C + E);
2X3 = (G − H); 2Y3 = (J − I); 2Z3 = (I + J) − (G + H + 2K)

This algorithm costs 11M , thus saving us 1M . It should be noted that we have
actually computed 2X3, 2Y3, 2Z3. If Z2 = 1, then the new algorithm costs 9M .
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3.2 Cost of Tate Pairing on Selmer Curves

The authors in [7] use the Miller’s algorithm to compute the Tate Pairing on
Selmer curves. Using the same notation as in the previous section, the total cost
of Miller addition step (ADD) as given in [7] is Mn + (n + 12)M , where Mn

and M denote multiplication in Fpn and Fp respectively. If Z2 = 1 then the
authors in [7] show that the cost of mixed Miller addition (mADD) is reduced to
Mn+(n+10)M . If we use the new algorithm for point addition presented above,
then the new total cost of Miller addition step (ADD) is Mn + (n + 11)M . If
Z2 = 1, then the new cost of mixed Miller addition (mADD) is Mn + (n + 9)M .
The authors in [7] show that Selmer curves are very competitive with the fastest
formulae, by comparing the cost of computing the Tate Pairing on other forms of
Elliptic curves. They summarize the cost of Tate Pairing computation [7, Table 1]
as shown in the table below, whilst not including the common cost 1Mn + nM
in Miller addition step and 1Mn + 1S + nM in Miller doubling step. T1 is the
scenario when S = 0.8M and T2 is the scenario when S = M . As per their
analysis, computation of Tate Pairing would be the fastest on Selmer curves in
the T2 scenario. With our new algorithm in this paper, computation of Tate
Pairing on Selmer curves would be the fastest under both scenarios, T1 and T2.

DBL T1 T2 mADD T1 T2

J, [18,20] 1 m + 11 s + 1md 9.8 m 12 m 6 m + 6 s 10.8 m 12 m

J, a = −3, [18] 6 m + 5 s 10 m 11 m 6 m + 6 s 10.8 m 12m

J, a = 0, [18] 3 m + 8 s 9.4 m 11 m 6 m + 6 s 10.8 m 12 m

P, a = 0, b = c2, [23] 3 m + 5 s 7 m 8 m 9 m + 2 s + 1md 10.6 m 11 m

E, [19] 6 m + 5 s 10 m 11 m 12 m 12 m 12 m

H, [24] 3 m + 6 s + 3md 7.8 m 9 m 10 m 10 m 10 m

Hu, [21] 11 m + 6 s 15.8 m 17 m 13 m 13 m 13 m

Ja, [22] 4 m + 8 s + 1md 10.4 m 12 m 16 m + 1 s + 4md 16.8 m 17 m

S, [7] 5 m + 3 s 7.4 m 8 m 10 m 10 m 10 m

Selmer(this paper) 5 m + 3 s 7.4 m 8 m 9 m 9 m 9 m

4 Efficient Precomputation of Elliptic Curve Points
to Compute kP + lQ in Jacobian Representation J

In [12], Longa and Gebotys provided a new technique to add elliptic curve points
with the form P ± Q and called it Conjugate Addition before utilizing it in the
generation of precomputed tables of the form ciP +diQ where ci, di ∈ {1, 3 . . . m}
which can then be used by various algorithms to compute double scalar multipli-
cation, i.e., kP +lQ where k and l are scalars. In Table 4 of their paper, the cost of
computing 3P, 3Q,P +Q,P −Q, 3P +Q, 3P −Q,P +3Q,P −3Q, 3P +3Q and
3P − 3Q for standard Jacobian coordinates when curve parameter a = −3,
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is provided as 42M + 32S. In this paper, we improve this to 41M + 31S, result-
ing in a saving of 1M + 1S. The following table shows the scheme that can be
utilised: (Refer to [12, Table 1] for the cost break down).

Here MA refers to Mixed Addition and CMA refers to Conjugate Mixed
Addition.

Result Operation Cost (when a = −3)

3P, 3Q 2 Numbers of Mixed Tripling (5M + 7S) + (5M + 7S)

P ± Q MA(both affine)+CMA (4M + 2S) + (1M + 1S)

3P ± Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

P ± 3Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

3P ± 3Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

Addition of points in Projective coordinates(Weistrass Curves) usually costs
11M + 5S. But with the square and cube of the Z-coordinate of one of the
points available, the point addition cost can be reduced to (10M + 4S). In the
above scheme, when 3P + Q is computed, both Z2

3P and Z3
3P are computed

and do not have to be recomputed when 3P + 3Q is computed. Further when
P + 3Q is computed, Z2

3Q and Z3
3Q is computed and thus does not have to be

recomputed when 3P + 3Q is computed. Thus the new total cost of computing
3P, 3Q,P + Q,P − Q, 3P + Q, 3P − Q,P + 3Q,P − 3Q, 3P + 3Q and 3P − 3Q
for standard Jacobian coordinates can be reduced to 41M + 31S.

In [13], Lin and Zhang propose to improve upon the cost of Longa and
Gebotys’ algorithm for precomputation and thus propose new algorithms to
compute ciP + diQ where ci, di ∈ {1, 3} and ci, di ∈ {1, 3, 5} and the curve
parameter a need not be equal to −3. Their algorithm for ci, di ∈ {1, 3}, utilize
Co-Z point arithmetic formulae proposed by Meloni in [9] and costs 50M +36S.
The authors in [13] provide tables to compare costs of their algorithms with that
of Longa and Gebotys in [12]. The comparison is provided for curve parameter
a �= 3. We reproduce the data in their tables below for our convenience:

Algorithm for ciP + diQ Cost when ci, di ∈ {1, 3} Cost when ci, di ∈ {1, 3, 5}
Longa and Gebotys [12] 56M + 40S 129M + 95S

Lin and Zhang [13] 50M + 36S 98M + 46S

The authors in [13] also conclude that their scheme becomes more efficient than
that of Longa and Gebotys [12], as the window size increases. However, this
is incorrect because we can structure the Longa and Gebotys’ algorithm when
a �= −3 and ci, di ∈ {1, 3} (windowsize = 2) as follows:

Thus the total cost of Longa and Gebotys’ algorithm when a �= −3 is 43M +
31S and thus more efficient than the Lin and Zhang algorithm in [13] which
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Result Operation Cost (when a �= −3)

3P, 3Q 2 Numbers of Mixed Tripling (6M + 7S) + (6M + 7S)

P ± Q MA(both affine)+CMA (4M + 2S) + (1M + 1S)

3P ± Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

P ± 3Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

3P ± 3Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

costs 50M + 36S. Moreover, Longa and Gebotys’ algorithm computes 3P and
3Q whereas the algorithm due to Lin and Zhang [13] does not. However, as per
the requirements of the algorithm, it is not required to compute 3P and 3Q.

Longa and Gebotys’ scheme can be extended when a �= −3 and ci, di ∈
{1, 3, 5} as follows: As suggested in [12], we can start by performing P → 2P →
4P and then obtaining 3P and 5P using 4P ± P . Similarly, we can compute
Q → 2Q → 4Q and then obtain 3Q and 5Q using 4Q ± Q. We structure the
complete algorithm as follows:

Result Operation Cost (when a �= −3)

2P Doubling (Affine → Projective) (1M + 5S)

4P Doubling (Projective → Projective) (2M + 8S)

4P ± P MA(one affine)+CMA (7M + 4S) + (1M + 1S)

2Q Doubling (Affine → Projective) (1M + 5S)

4Q Doubling (Projective → Projective) (2M + 8S)

4Q ± Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

P ± Q MA(both affine)+CMA (4M + 2S) + (1M + 1S)

3P ± Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

P ± 3Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

5P ± Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

P ± 5Q MA(one affine)+CMA (7M + 4S) + (1M + 1S)

3P ± 3Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

3P ± 5Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

5P ± 3Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

5P ± 5Q Addition with stored values+CMA (9M + 3S) + (1M + 1S)

Thus the total cost of Longa and Gebotys’ algorithm to compute ciP + diQ
when a �= −3 and ci, di ∈ {1, 3, 5} is 99M + 75S. In [13], Lin and Zhang provide
an algorithm to do the same with a cost of 98M +46S. However, Lin and Zhang’s
algorithm does not compute 5P ±Q and P ±5Q and thus incomplete. Therefore,
it may not be appropriate to compare the costs between the two algorithms. If
we add the cost of computing 5P ± Q and P ± 5Q to the cost of the incomplete
algorithm of Lin and Zhang, the cost exceeds that of our adaptation of Longa
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and Gebotys’s algorithm shown above. Thus, the use of Co-Z point arithmetic
based algorithms do not always provide with better performance when compared
with those constructed using only Conjugate addition arithmetic, atleast not in
the two cases studied by Lin and Zhang in [13].

5 Conclusions

In this paper, we provided an improved version of Stange’s Elliptic Net algo-
rithm to compute the Tate Pairing. Shipsey’s algorithm for Elliptic Divisibility
Sequence is an instance of a Binary differential chain. Further research on utiliz-
ing Euclidean differential chains [3] may result in faster Elliptic Net algorithms.
Further we provided a faster point arithmetic algorithm for Selmer curves result-
ing in the fastest algorithm for Tate Pairing. Further we showed that the use of
Co-Z arithmetic is not always better than Conjugate addition arithmetic.

Acknowledgments. Many thanks to the anonymous reviewers of ATIS 2016 for their
valuable feedback.
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Abstract. We propose two hierarchical identity based key agreement
schemes with unrestricted number of levels. Our solutions use pre-
deployment (encrypted) interactions among ancestors using–(i) purely
public key cryptographic techniques and (ii) hybrid of public and sym-
metric keys. Elegant use of identities based techniques reduces trust
(certification) on third parties. Proof of security is based on indistin-
guishability of keys. Novel use of hybrid technology in our later solution
reduces computational complexity and broadens its applicability to net-
works faced with bandwidth constraints. Compared to prominent works,
our designs are better equipped to secure real world hierarchical systems.

Keywords: Hybrid key agreement · Hierarchical networks · Bilinear
pairing maps

1 Introduction

Key agreement (KA) is a fundamental functionality for secure communication.
Ultimate goal of a KA scheme is to let a pair of users agree on a unique shared
key; thus allowing them to use this agreed key(s) for secure communications.

Key agreement may be troublesome for large networks that may well be
spread over large geographical region. Practical instances of such networks are
military network or internal network of a multi national company (MNC) like
Microsoft which has its office all across the world. Yet another example is that
of an ad-hoc networks where communications between users is expected to be
volatile.

All these network will be well served by a protocol that ensures pair-wise
keys for every level. Whereas inter level communications may involve subsets of
users to share common keys. For example, for a MNC team leads are responsible
for their team member’s (child’s) performance and interactions (intra and inter).
Users above a lead takes collective feedback from these leads. These practical
instances are not captured by existing protocols and motivates our key agreement
protocols.
c© Springer Nature Singapore Pte Ltd. 2016
L. Batten and G. Li (Eds.): ATIS 2016, CCIS 651, pp. 106–114, 2016.
DOI: 10.1007/978-981-10-2741-3 9
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1.1 Related Schemes and Their Limitations

Legendary public key protocols like Diffie-Hellmann [3] and RSA [9] use a private
key-public key pair and are interactive (post deployment). For proper implemen-
tations (to avoid active attacks like man-in-the-middle attack), these pairs are
certified by trusted certifying agencies; making their implementations costly.

This led to alternate thoughts of identity-based key agreement (IB-KA)
conceptualized by Shamir [11] in 1984, though first such efficient scheme was
develop in 2000 by Sakai-Ogishi-Kasahara (SOK) [10]. Their non-interactive
pairing based scheme is applicable in distributed scenarios but not in hierarchi-
cal environments. Horwitz and Lynn [8] proposed the first hierarchical identity-
based cryptosystem that supported only two levels. Their key agreement uses a
pairing-based scheme at the top level and a polynomial-based key distribution
scheme (imitating Blom [2]) is placed at second level. Gennaro et al. [5] cleverly
reversed the order in [8] in their first of two proposals, while they used subset
based key predistribution scheme of Eschenauer and Glogor [4] (instead of [2])
for their second construction. Underlying polynomial or subset based symmet-
ric schemes generally brings in additional key sharing complexity and thereby
threshold resilience against node compromise. Resultant hierarchical identity-
based key agreement protocols suffers from rapidly increasing threshold value
and can support small number of level owing to fast diminishing of keyrings per
tier. Another problem is that ‘intermediate’ users may collude to trace shared
key(s) of their ancestors.

Guo et al. [7] attempted a HIBKA protocol using bilinear pairing and claimed
that their scheme is resilient against corruption of any number of nodes in hier-
archy. Unfortunately, Zhu et al. [12] concretely established that Guo et al.’s
scheme is vulnerable against corruption of end-users in the hierarchy. This may
be a crucial drawback while implementing many such protocols for tactical net-
works deployable in real life scenarios like military or MANET applications or
in an MNC.

There are certain authenticated key exchange (AKE) or agreement (AKA)
protocols that authenticate the identities during exchange of session keys. These
schemes were consequences of the pioneering work of Bellare and Rogaway [1]
who uses pre-shared symmetric secrets to achieve desired purposes.

1.2 Design Goals and Motivation of Our Work

Through the above literature survey of prominent schemes, we identified certain
crucial properties that a key agreement schemes (KAS) should have. They are:

– Identity-based (IB) [11]: to avoid (expensive) certification of third parties.
Such protocols allow users to compute their secret keys that will be shared
with peers using only their own private key and identity of concerned peer.

– Hierarchical (H) structure [5,6]: decentralizes a network and distributes the
load of the (root) PKG to lower level PKGs (i.e. lower level parents).
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– Inductive: ensures a scheme must be applicable to networks with unre-
stricted depth. That is, given positive integers m, l, the scheme should
permit key agreement between any user at level m and level l.

– Resilient (in a ‘strong sense’ [5]): in view of limited physical protection of end
devices, the scheme should resilient against compromise of [a] threshold of
non-ancestral users in upper levels of hierarchy of concerned (key agreeing)
nodes; and, [b] any children joining the network;

– pre-deployment (ancestral) interactions (secure and inexpensive): is considered
in our work. We achieve (i) a scheme that uses HIBC [6]; and, (ii) an inexpen-
sive secure communication by use of inductively agreed symmetric key. Ideally,
any given pair of users should be able to compute their unique shared secret
key(s) without interaction among themselves.

We address these concerns through our i-H-IB-KA-pdi protocols. Finally, both
our protocols employ bilinear pairing map like Sakai-Ogishi-Kasahara [10]. We
recommend use of our hybrid protocol due to fast efficient implementation of
underlying symmetric key cryptosystem;1 thereby our scheme finds wide-spread
applicability. Conducting these (fast) communications among ancestors before a
child’s deployment slightly deteriorates the communication complexity as com-
pared to non-interactive schemes [5,10]. However resilience is much improved.

2 Definitions: I-H-IB-KA-pdi; Related Concepts

This section is adapted from [6] and recalls adequate background for our work.

1. ID-Tuple: ID tuple (Id1i , Id2i , . . . , Idli), l ∈ Z+ of an user A defines its
(hierarchical) position. A’s ancestors in the hierarchy tree are root PKG and
lower-level PKGs whose ID-tuples are {(Id1i , Id2i , . . . , Idai

) : 1 ≤ a < l, i ∈
Z+}. For convenience, let Eli denote the ith user at level l. So that ID-tuples
of Eli ’s ancestors at any level a (1 ≤ a ≤ l − 1) are Id1i1 , Id2i2 , . . . , Idaia

.
2. Hierarchical Identity-Based Key Agreement (HIBKA): is a specified

by four randomized algorithms: Root Setup, Lower-level Setup, Extraction and
finally, Key Agreement (KA) with consistency check(s). Details in Sect. 3.

3. Admissible Paring map: For cyclic groups G,GT of large prime order
p ≈ (160 − 300 BITS), a map e : G×G �−→ GT is a ‘pairing admissible’ if it
is:
(a) Non-degenerate map: does not send all pairs in G×G to identity of GT .
(b) Computable: There exists an efficient polynomial time algorithm to com-

pute e(A,B) for any A,B ∈ G.
(c) Bilinear (multiplicatively): e(Ax, By) = e(A,B)xy∀A,B ∈ G, x, y ∈ Zp.
(d) Symmetric: e(A,B) = e(B,A)∀A,B ∈ G follows from cyclic nature of the

group G and bilinear property of the map e.

1 Our hybrid proposal is devoid of user authentication that are not necessary for our
pairwise communications, though our purely public key protocol involving HIBC [6]
assures so.
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4. Hard problem and computational assumption for security proof:
Our security proofs are based on the following computational assumptions:
(a) Bilinear Diffie-Hellman (BDH): Given gx, gy, gz ∈ G for x, y, z, r ∈� Zp,

computing e(g, g)abc is hard. Here g ∈ G is a generator, as usual.
(b) Decisional Bilinear Diffie-Hellman (DBDH): Given x, y, z, r ∈� Zp, it is

hard to differentiate (gx, gy, gz, e(g, g)xyz) and (gx, gy, gz, e(g, g)r).

3 Our I-H-IB-KA-pdi Protocols

Inner region key agreement of our hierarchical for any level a, a > 1 is a direct
(inductive) consequence of SOK protocol. However, inter clusters key agreement
is still a major challenge which we try to solve with the help these four protocols:

Root Setup: The root PKG:

1. runs G on input K to generate groups G,GT of some (large) prime order p
and an admissible pairing e : G × G �−→ GT ;

2. chooses an arbitrary generator g ∈ G;
3. picks the master secret key (msk) s ∈� Zp and sets g0 = gs;
4. chooses cryptographic hash functions H1 : {0, 1} �−→ G and H2 : GT �−→

{0, 1}n for n ∈ Z+. Our security analysis treats H1 and H2 as random oracles.

The user identity space is I = {0, 1}∗. The (eventual agreed) key space is
K = {0, 1}n. For instance, n = 128 in case we desire to implement AES−128
with eventual agreed (symmetric) keys. Public parameters of the system are
pp = (G,GT , e, g, g

s,H1,H2). The root PKG’s msk is s ∈ Zp.

Lower-Level Setup: Entity Ei, i.e., ith would be parent at level l − 1:

1. randomly picks a secret sl ∈� Zp meant for HIBC scheme [6].
2. picks additional secrets ti meant for key agreement of E′

is children with upper
level users and tji (�= ti �= sl) ∈� Zp, i, j = 1, 2, . . . rl, j �= i. We assume that a
maximum of rl(∈ Z+) many children join under each level l − 1 user.

3. securely transmits these tji to existing users at level l − 1 using (i) existing
HIBC [6] setup, or (ii) agreed symmetric key at parental level l−1 by the pre-
vious step of this inductive setup. We recommend later process due to faster
encryption-decryption owing to application of suitable light weight symmet-
ric key. Of course, a fast hybrid (using public and symmetric cryptosystem)
key agreement technique evolves, which is a certain novelty;

4. raises gt
i

; securely broadcasts them to existing users at level i(i ≤ l − 1) to
facilitate their key agreement with incomers under Ei.

5. calculates uij := tji · tij , j �= i for exponentiation; then loads into each child.

Last four steps are supplemented to HIBC’s lower-level setup in [6] facilitate
key agreement in our protocols. Maximum users at level a := Ra = ra−1Ra−1,
a ∈ Z+.

Extraction: Let Eli be an incoming user(incomer) at level l under ith parent
Ei, i.e. Ei(l−1) of level l − 1. We consider ID-tuple of Eli to be Id1i1 , Id2i2 , . . . ,
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Idl−1i , Idl (refer to Sect. 2). In case of no confusion, simplified notations may be
used for an incomer under a fixed parent Ei at level l − 1. In the footsteps of
HIBC [6], set S0 to be the identity element of G. Then Eli ’s parent (Ei) at level
l − 1:

1. computes Pil = H1(Id1i1 , Id2i2 , . . . , Idl−1i , Idl) ∈ G;

2. sets Eli ’s secret point Sl to be Sl−1 · P sl−1
il

=
l∏

a=1
P

si−1
ia

;

3. exponentiates the additional secrets P ti

il
, P

uij

il
, j = 1, 2, . . . , rl−1, j �= i;

4. passes down these secret computed in above step to Eli ;
5. gives Eli the values of Qa = gsa for 1 ≤ a ≤ l − 1. In fact, gsa of existing

user must be provided to Eli to facilitate key agreement with them. Case 3
of Key Agreement protocol (below) exploits these preloaded gsa to compute
eventual shared keys of Eli and concerned existing user.

Key Agreement: Algorithm consists of three sub-algorithms for distinct cases:

case 1 both the incomers are under the same parent : This case is similar to
the SOK scenario with each level l − 1 parent playing the role of (lower
level) PKG. User Eli computes e(P sl

il
, Pjl) and user Ejl = e(Pil , P

sl
jl

) The
agreed key between incomers Eli and Ejl = e(Pil , Pjl)

sl which shows the
correctness.2

case 2 concerned pair of incomers are under the different parents: key agree-
ment in this case is a major outcome of our proposal. Elegant use of our
pre-deployment secure communications yield shared secrets (symmetric
information uij). These are exponentiated (Puij

il
) and passed down for

computing:
– e(Puij

il
, Pjl) by an incomer Eli at level l under ith parent Ei of level

l − 1.
– e(Puji

jl
, Pil) by another level l incomer Ejl under jth parent Ej .

– correctness: e(Puij

il
, Pjl) = e(Pil , Pjl)

uij = e(Puji

jl
, Pil) ∵ uij = uji.

case 3 one entity is an existing user and the other an incomer Eli at level l:
– the incomer Eli calculates e(P ti

il
, gsa) (since it possesses both ti, gsa).

– existing user at level a, (a ≤ l − 1) similarly calculates e(Pil , (g
ti)sa).

– correctness: e(P ti

il
, gsa) = e(Pil , g)

sa ṫ
i

= e(Pil , (g
ti)sa) (tautology).

Remark 1 (Limitation of our HIBKA scheme). Every intermediate users
between an incomer at level l and an existing user get to see secrets gsa , a < l−1
meant for key exchange. This implies that they can compute e(P ti

il
, gsa) in a

fashion similar to all its children. Thus the key constructed in case 3 of our
Key Agreement protocol is known to all intermediate users. This is a potential
weakness of our scheme. Of course, level l−1 parent Ei of any incomers can com-
pute all keys of its children. However, such scenarios are similar to all prominent
schemes like [5,7,10,12] and is useful in assuring escrow, non-repudiation, etc.
2 Replacing sl by tii makes this case intuitively a special case (tij = tji ) of our HIBKA

proposal. This owes to the fact sl, t
i
i ∈� Zp are distributed uniformly; special case

when j = i.
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4 Security of Our Scheme

An adversary in our models like most is assumed to be a probabilistic polynomial-
time algorithm and controls the communication between each pair of parties.
Moreover, the adversary can mount several attacks on communicating parties
that include revealing session keys, corrupting a party, etc. After an adversary
finishes initial round of queries (i.e. various attacks), a “TEST” query (attack)
is send by the adversary on identities of a pair of parties whose keys are being
agreed upon. The two parties specified in the “TEST” query are referred to as
the target parties. There are certain restriction on this “TEST” query, viz:

1. an adversary cannot mount “TEST” attack on concerned incomers whose
keys are being established and their respective parents.

2. an adversary obviously should not mount an attack on a corrupted party.

A challenger B who controls BDDH parameters responds to this “TEST” query
by sending either:

– the secret keyring of the party on which the “TEST” query is made; or
– random strings of same length as any keyring.

The value returned to the adversary has equal probability (1/2) and is called
target key. Idea is that an adversary must not be able to distinguish between
the above two cases with non-negligible advantage. We formally state and prove
our security result based on BDDH problem stated in Sect. 2.

Theorem 1. Consider G;GT and e to be two groups of order p and a bilinear
pairing that satisfy the BDDH assumption. We model our hash function H1 as
a random oracle. Then our schemes guarantee secure key agreement of:

– two incomers at any level against an adversary who can compromise all but
these two users and their parents;

– an incomer and an existing user against an adversary who can compromise
all incomer user other than this one.3

Proof. We prove this result by a reduction from security of our scheme to BDDH
assumption. We construct a challenger (algorithm) B using an adversary A
that can break our scheme with a non-negligible probability. This leads to a
contradiction that our challenger can solve an instance of BDDH problem with
essentially the same non-negligible advantage. Given an instance of the BDDH
problem:p; k;G;GT ; e; g; ga; gb; gc;D;R, where e is a bilinear pairing e : G ×
G �→ GT , and D = e(g, g)abc, R = e(g, g)r, B’s task is to decide which one
among (g, ga, gb, gc,D) and (P, ga, gb, gc, R) is a BDDH tuple. Our challenger
B embeds BDDH input a, b into hash queries and c into “TEST” query issued

3 We shall extend our schemes to be secure against more powerful adversary who can
compromise threshold of existing users in extended version of this work.
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by A .4 Setup algorithm and responses to hash, id. compromise and “TEST”
queries are below:

Setup algorithm is simulated by challenger B as follows:

– B fixes system’s public parameters, viz. generator of the group G(g) and the
hash function H1 which is treated as a random oracle controlled by B.

– B sends the system parameters to adversary A .

Hash queries are smartly used to embed a, b. Challenger B answers these queries
to our adversary A in arbitrary order as described below:

H1(IDi) queries: Challenger B maintains an initial empty list H list
1 with entries

of the form (IDi, hi). When the oracle H1 is queried at IDi by the adversary
A , challenger B responds to this query as follows:

– B responds with responds with H1(IDi) = hi in case IDi already appears on
the H list

1 as the a tuple (IDi, hi);
– when IDi is identity of the parent of first target incomer, B stores (IDi, g

a)
into the tuple list; responds with H1(IDi) = ga;

– there are two cases while embedding b and responding with gb:
– first, in case of key agreement between two incomers. Let IDj be the identity

of the parent of second target incomer. Our challenger B stores (IDj , g
b)

into the tuple list and responds with H1(IDj) = gb;
– second case: for key agreement involving an existing user, IDj , we consider

the same identity IDj as c = sa is generates by it. Therefore our challenger
B stores (IDj , g

b) into the tuple list; responds with H1(IDj) = gb;
– or else, our challenger B randomly selects ri ∈ Z

∗
p, computes H1(IDi) = hi =

gri , inserts (IDi, hi) into the tuple list and responds with H1(IDi) = hi.

Compromise identity (IDs) queries: Challenger B responds to identity com-
promise queries mounted by our adversary A in the following manner:

– in case queried on identity of the parent of any target user or is either of
the target node, B aborts the game. This case concerns only parents of key
agreeing parties or themselves. Therefore probability of occurrence of such
queries (events) is negligible (analysis to be presented in extended version).

– Otherwise, all secret held by user i are returned by B to A .

A “TEST” query is mounted by an adversary after compromise queries. The
game between an adversary and the challenger is as below:

TEST query: Our adversary A zooms on two identities with restrictions men-
tioned above and is responded by our challenger B with a value D as follows:

– B chooses a bit b ∈ {0, 1} at random;
– if b = 1, the real secret key D shared between these two identities is returned;
B computes D = e(H1(ID1),H1(ID2))c

4 The idea is to embed the secrets c as uij for the former cases (2) and sa for the later
case (3). The secret key c is unknown to the simulator B.
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– otherwise B returns a randomly sampled value R = e(H1(ID1),H1(ID2))rx
for identity IDx generated according to the distribution of the secret key.

Of course D = e(H1(ID1),H1(ID2))c = e(ga, gb)c = e(g, g)abc where ID1, ID2

are first and second users. Challenger’s simulation yields e(H1(ID1)) = ga and
e(H1(ID2)) = gb, so that the response D = e(g, g)abc = e(H1(ID1),H1(ID2))c

is the correct key. We find that our challenger B is able to respond satisfactorily
to all simulation queries. So we conclude that this run of A under B is identical
to its view in a real run against our scheme.

The “TEST” query may be followed by second round compromise queries.
After A finishes the queries, it returns its challenge b′ as his/her guess of b. B
outputs this same bit b′ as its guess to BDDH problem. We observe that since
parent of two identities cannot be queried upon, so challenger B always responds
with ri in the hash queries; thereby resulting in random keys. This proves the
theorem assuring security of our schemes under the restrictions mentioned.

5 Comparison

We present a comparative study of our protocols in terms of security and com-
plexity efficiencies. First we present a comparison among themselves and then,
due to page limits, with only prominent works [1,3–5,7–10,12]. A more compre-
hensive analytical study will be presented in an extended version our work.

Both our protocols uses identity based key exchange like of SOK [10] and pre-
deployment interaction. Interactions in our purely public key agreement protocol
uses HIBC [6], whereas our hybrid protocol uses inductively derived symmetric
keys for pre-deployment encryption decryption. Consequently later protocol has
faster implementations than purely public key agreement protocol like ours (pre-
vious) and exiting works in identity based key agreement [5,7,8,10,12]. More-
over, existing protocols either uses purely public key or purely symmetric key
techniques–but not an hybrid of both. This is a specialty of our hybrid proposal.

Bellare and Rogaway [1] uses pre-shared symmetric secrets to derive succes-
sive session keys and authenticate devices. Our mission is different–we try to
establish secret symmetric secrets or keys. In some sense, the eventual share
keys resulting out of our schemes can be taken as the pre-shared secret that
can be used for their scheme [1]. Moreover, our hybrid design uses these secrets
inductively thereby having similar one-time use as [1]; but not successive use.

Use of identity based cryptography [10,11] in our protocols bypasses the
costly requirement of certifications which was prevalent in public key infrastruc-
ture schemes that follow footsteps of [3,9]. This certainly reduces trust on third
parties and thereby enhances security efficiency of our protocols. Moreover,
our schemes involve only pre-deployment secure communication and not post
deployment. Most of such computations can be done off-line as opposed to crit-
ical on-line computations in (post deployment) interactive schemes based on
[3,9]. Therefore, our protocols outperform such schemes in terms of complexity
efficiency.
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A specialty of our construction is inductive increment in depth of hierar-
chy. Prominent identity based schemes like Gennaro et al. [5] fail to assure this
property. There are attempts in this directions [7] that have been proved futile
by [12].

6 Conclusion and Future Prospects of Our Work

Our protocols achieve most design goals described in Sect. 1.2. Clever inductive
use of symmetric keys during encryption of randomly generated secrets (tij , t

j
i )

after first round using public keys (HIBC [6]) makes our hybrid scheme highly
efficient. This paper primarily presents theoretical aspects with some lights on
implementation. Further work needs to be done to implement of our protocols.
We plan to extend our schemes in future work to secure a hierarchical network
under compromise of threshold number of users at ancestral level.
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Abstract. As more Internet users are getting interested in using cloud
services for storing sensitive data, it motivates the user to encrypt the
private data before uploading it to the cloud. There are services which
allow an user to conduct searches without revealing anything about the
encrypted data. This service is provided by public key encryption with
keyword search. Our main contributions is the construction of a lattice-
based identity-based threshold decryption (IBTD) that is anonymous
and indistinguishable against chosen ciphertext attacks. Furthermore,
using the transformation technique from Abdalla et al. [CRYPTO’05] we
present the application of our IBTD scheme which can be transformed
to a distributed public key encryption with keyword search. The distrib-
uted setting allows to split the role of one server into multiple servers in
order to distribute the single point of failure. Our construction uses the
particularly efficient mathematical construct, called lattices that make
our scheme resistant against quantum attacks. We give an efficient con-
struction of a lattice-based IBTD scheme and prove it secure under the
hardness of learning with errors (LWE) problem.

1 Introduction

Cloud Computing. Since its invention, cloud computing became an important
application for the recent cryptographic community which works on the newest
security challenges and provides crucial security protocols for the nowadays com-
mon cloud services. Storing data in a cloud system enables users to reduce pur-
chase and maintaining cost of computing and storage tools. These services attract
a huge attention from Internet users. When personal and confidential data is out-
sourced to a cloud server, the customers are especially concerned about privacy
and confidentiality of their data. They interested in certain services which guar-
antee their data will not be watched or accessed by anybody. There are distinct
cloud scenarios where cloud service users might be interested in uploading some
certain and specific data files, without retrieving the complete data stored in
the cloud. In order to provide efficient tasks for aforementioned cloud services,
cryptographers develop several protocols we recall in the following paragraphs.
Since our main contribution is based on the well-known mathematical construct
– lattices – we provide first an overview of lattice-based cryptoschemes and of
their significant role in current cryptographic challenges.
c© Springer Nature Singapore Pte Ltd. 2016
L. Batten and G. Li (Eds.): ATIS 2016, CCIS 651, pp. 117–129, 2016.
DOI: 10.1007/978-981-10-2741-3 10
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Lattice-Based Cryptosystems. Lattice-Based Cryptography represents
another topic which attracts a lot of interests from researchers. Cryptographic
schemes based on lattices have especially attractive features as stated in [23].
The best attacks of lattice-based schemes require exponential time in security
parameter, even for a quantum adversary, where the classic factoring-based cryp-
tographic schemes can be broken in subexponential time or even in polyno-
mial time using quantum algorithms. In contrast to the latter, lattice-based
schemes are especially efficient and simple in their implementation. Lattices
were introduced to cryptography by Ajtai [5] and became a valuable tool for
quantum-resistant cryptography. A deep research has been made in this field:
[17,24,27]. Recently, many lattice-based applications have been provided, such
as identity-based encryption schemes [3,14,17], public-key encryption [6,25,26],
signatures [12,22], attribute-based encryption [13], public-key encryption with
keyword search [20]. Miccianchio and Peikert [23] introduced new methods for
trapdoor generation which make the constructions simple, efficient and easy
in the implementation. We will use their technique in the construction of our
scheme.

Identity-Based Threshold Decryption on Lattices. Identity-based encryp-
tion scheme represents a useful access control and provides data security in
various crucial applications, such as cloud data storage. There is already a con-
struction of an identity-based threshold decryption scheme introduced by Baek
and Zheng [7] which is based on a number-theoretic problem and is secure
against chosen-plaintext attacks. Later Boneh et al. [9] presented a chosen-
ciphertext secure threshold encryption and a threshold version of an IBE scheme
due to Boneh and Boyen [8], which is also based on a number-theoretic prob-
lem. The first lattice-based identity-based threshold encryption has been pre-
sented recently by Singh et al. [28] and was proved indistinguishable against
chosen-plaintext attacks. In our work we present the first identity-based thresh-
old decryption scheme which is based on lattices and is secure against chosen-
ciphertext attacks. In contrast to [28] we treat the validity checking process
for decryption shares implicitly as part of the decryption algorithm Decrypt,
whereas in [28] this property was outsourced into a separate verification algo-
rithm, aiming at public verifiability of individual decryption shares. In contrast
to the so far known single server IBE schemes [3,4,14], we use in our scheme
the more efficient trapdoors, introduced by Micciancio and Peikert [23], which
contribute to the secret key generation process. As additional advantage of our
scheme in comparison with [28], our security definitions cover anonymity prop-
erty and robustness which are useful for our application to the searchable encryp-
tion as explained below.

Searchable Encryption. With the recent development of cloud storage ser-
vices, cryptographic encryption became a crucial tool which guarantees that
the outsourced data remains encrypted and private such that only those users,
who possess valid decryption key are able to retrieve data from the cloud.
Boneh et al. [10] introduced the first searchable public key encryption, which
provides an important tool for applications in cloud data storage systems.
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Many further systems supporting keyword search have been developed to enable
users to conduct a search over encrypted data without leaking any informa-
tion about the encrypted content, distinguished between symmetric encryption
[15,18,29]) and public-key encryption (e.g., [10,11,19]) techniques. Searchable
encryption applied to the cloud setting allows an user to upload encrypted data
together with encrypted keywords for this data and later to conduct a search
using special trapdoors for the required keywords.

Our Contribution and Application. Before we can present the crucial appli-
cation to DPEKS scheme, we begin with introduction of identity-based thresh-
old decryption on lattices and prove its security properties, indistinguishabil-
ity, anonymity and robustness against chosen ciphertext attacks. Using our
IBTD scheme, we construct a DPEKS scheme analogously to the construction
of Abdalla et al. [1]. Thus, our scheme is as so-far known the first public-key
encryption with keyword search based on lattices, where the role of a cloud server
executing the keyword related search operation is distributed among a multiple
set of servers. The distributed setting enables to share the only one point of
failure of single server constructions among multiple parties, where at least a
threshold of all parties is required to collectively complete the search operation.
Our presented DPEKS scheme involves different parties. Data owners outsource
their encrypted data together with encrypted keywords, called PEKS-ciphertext
to the cloud servers. We note that each server stores the same amount of data
files. There is a user who generates trapdoor shares on a keyword w which are
sent to the N different servers. Upon receiving the search request consisting of
trapdoor shares, each server performs the appropriate keyword search using its
trapdoor share and outputs test shares to the user. If the user receives at least
t-out-of-N valid test shares, she is valid to complete the test operation combin-
ing the shares and receiving a positive output 1. The user sends a download
request to one of the N server and receives encrypted data. In order to decrypt
the documents, she applies decryption algorithm of the underlying encryption
scheme.

2 Preliminaries

In this section we recall the main definitions which are significant to our con-
tribution. We shortly review lattices and recall the new trapdoor generation
algorithm which was introduced by Micciancio and Peikert [23] ant whose usage
allows a more efficient constructions.

Lattices. Let B = {b1, . . . , bn} ⊂ R
n be a basis of a lattice L which consists of n

linearly independent vectors. The n−dimensional lattice L is then defined as L =
n∑

i=1

Zbi. The i-th minimum of lattice Λ, denoted by λi(L) is the smallest radius

r such that L contains i linearly independent vectors of norms ≤ r. The norm of

vector bi is defined as ‖bi‖ =

√
n∑

j=1

c2i,j , where ci,j , j ∈ {1, . . . , n} are coefficients
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of vector bi. We denote by λ∞
1 (L) the minimum distance measured in the infinity

norm, which is defined as ‖bi‖∞ := max(|ci,1| , . . . , |ci,n|). Additionally we recall
‖B‖ = max ‖bi‖.

Learning With Errors (LWE). The LWE problem, first introduced by Regev
[26], relies on the Gaussian error distribution χ, which is given as χ = DZ,s over
integers. The LWE problem instance consists of access to a challenge oracle O,
which is either a purely random sampler Or or a noisy pseudo-random sampler
Os, with some random secret key s ∈ Z

s
q. For positive integers n and q ≥ 2,

a vector s ∈ Z
n
q and error term e ← χ, the LWE distribution As,χ is sampled

over Z
n
q × Zq. Chosen a vector a ∈ Z

n
q uniformly at random, it outputs: (a , t =

〈a , s〉 + e mod q) ∈ Z
n
q × Zq. A more detailed description of χ can be found in

[26]. The sampling oracles work in the following way:
Os: outputs samples of the form (a , t) = (a ,as + e) ∈ Z

n
q ×Zq, where s ∈ Z

n
q is

uniformly distributed value across all invocations and e ∈ Zq is a fresh sample
from χ.
Or: outputs truly random samples from Z

n
q × Zq.

Definition 1 (LWE-Problem). For an integer q, error distribution χ, the goal
of LWEq,χ in n dimensions is to find s ∈ Z

n
q with overwhelming probability, given

access to any arbitrary poly(n) number of samples from As,χ for random s.

Trapdoor Generation. Micciancio and Peikert [23] defined the new notion or
trapdoor and the new method of trapdoor generation, which is simple, efficient
and easy to implement. The main results of [23] are formulated in the following
theorem:

Definition 2 (TrapGen Algorithm:). The efficient trapdoor generation algo-
rithm TrapGen proposed in [23] uses a matrix G ∈ Z

n×w
q that admits efficient

inversion and preimage sampling algorithms. We recall this algorithm in the
following algorithm:

Input: A matrix Ā ∈ Z
n×m̄
q for some m̄ ≥ 1, invertible matrix H ∈ Z

n×n
q , and

a distribution D over Z
m̄×w
q . (If no particular Ā,H are given as input, then

the algorithm may choose them itself, i.e. Ā
r← Z

n×m̄
q and H = I.

Output: A parity-check matrix A = [Ā|A1] ∈ Z
n×m
q , where m = m̄ + w and

trapdoor R with tag H by following steps: (1) Choose R
r← Z

m̄×w
q from dis-

tribution D. (2) Output A = [Ā|HG − ĀR] ∈ Z
n×m
q and trapdoor R.

Definition 3 (Invert Algorithm:). For our construction we need to learn how
to use the trapdoor from above to solve LWE problem relative to A. As before,
we recall the inversion algorithm [23] Invert, which on a given trapdoor R for
A ∈ Z

n×m
q and an LWE instance tt = stA + et mod q for a short error vector

e ∈ Z
m, recovers s and e.

Input: An oracle O for inverting gG(ŝ, ê) when ê ∈ Z
w is suitably small.

(1) parity-check matrix A ∈ Z
n×m
q , (2) G-trapdoor R ∈ Z

m̄×kn
q for A with

invertible tag H ∈ Z
n×n
q , (3) tt = gA(s, e) = stA + et for any s ∈ Z

n
q and

suitably small e ∈ Z
m.
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Output: The vectors s and e doing the following: (1) Compute t̂
t

= tt
[

R
I

]
.

(2) Get (ŝ, ê) ← O(̂t). (3) Return s = H−tŝ and e = t − Ats.

3 Identity-Based Threshold Decryption on Lattices

Intuition. In this paragraph we define an identity-based threshold decryption
(IBTD) scheme on lattices. Our construction profits from its resistance against
quantum attacks while the so far known threshold IBE schemes [7,8,21] are all
based on a number theoretical problem. An IBTD scheme consists of the fol-
lowing five algorithms: Setup, KeyDistr, Encrypt, ShareDecrypt, Decrypt. The
Setup algorithm generates master public key mpk and master secret key msk.
The KeyDistr algorithm takes as input the master secret key and an identity id,
extracts the identity-related secret key skid and distributes it among N servers by
computing corresponding secret shares skid,i. The Encrypt algorithm encrypts
a message m for a given idenitity id and a public key and outputs a ciphertext
C. The ShareDecrypt algorithm computes decryption shares δi of a ciphertext
using the corresponding secret shares skid,i of each server i ∈ [N ]. The Decrypt
algorithm takes t-out-of-N decryption shares and C to compute the message m.

In the following Definition 4 we formalize the IBTD syntax. The syntax of our
scheme differs from the already existing ones [7,8] by the role of the decryption
algorithm Decrypt, which first includes the validity checking process for decryp-
tion shares in contrast to the aforementioned schemes where this property was
performed by a separate verification algorithm.

Definition 4 (Identity-Based Threshold Decryption (IBTD)). An IBTD
scheme consists of the following five algorithms:

Setup(N, t, 1λ): On input the number of decryption servers N , a threshold para-
meter t, (1 ≤ t ≤ N) and a security parameter 1λ, it outputs a master public
key mpk and a master secret key msk.
KeyDistr(mpk,msk, id, t,N): On input master keys mpk,msk, identity id, and
threshold parameters t,N , it computes secret key skid on the identity id and its
secret shares {(i, skid,i)}i∈[N ] for servers Si, where i ∈ {1, . . . , N}.
Encrypt(mpk,id,m): On input mpk, an identity id and a message m it outputs
a ciphertext C.
ShareDecrypt(mpk, (i, skid,i), C): On input a master public key mpk, secret
shares (i, skidi

) for servers 1 ≤ i ≤ n and ciphertext C, it outputs decryption
shares δi for 1 ≤ i ≤ n.
Decrypt(mpk, {δi}i∈Ω , C): On input a master public key mpk, a set of decryp-
tion shares {δi}i∈Ω, where |Ω| ≥ t and a ciphertext C, it combines t-out-of-n
decryption shares to a secret key skid and computes the decryption of m under
skid, it outputs a message m, or 0.

In the following game we define IBTD security which combines two proper-
ties - indistinguishability and anonymity against chosen ciphertext attacks.
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Security Game: Indistinguishability and Anonymity. The security model
of our construction guarantees indistinguishability of ciphertexts and recipient
anonymity against chosen ciphertext attacks. Similar to the security game in
(Gentry [16]) we present the chosen ciphertext security via the following game.

Init: The adversary A chooses a set I of t − 1 decryptions servers that it wants
to corrupt. Let I = {i1, . . . , it−1} ⊂ {1, . . . , N}, where N is the number of all
involved servers. It outputs a target identity id∗.

Setup: The challenger runs Setup(1λ) and gives the master public key mpk to
the adversary. It keeps the master secret key to itself.

Queries to OKeyDistr(id, i): Let List be a list containing entries (id, S),
where S := {(1, skid,1), . . . , (N, skid,N )}. The challenger checks first if (id, ·) ∈
List. If so it returns the corresponding (i, skid,i) to the adversary. Otherwise
the challenger responds by running KeyDistr on id and the index of required
secret share i and sends (i, skid,i) to the adversary. We allow an adversary to
make adaptive queries, that means, she may issue a query on qi with knowl-
edge of q1, . . . , qi−1, but with the only constraint, that id 
= id∗.

Queries to ODecrypt(id, C): The challenger checks if (id, ·) ∈ List.
If so, takes t-out-of-N secret key shares and computes δi ←
ShareDecrypt(mpk, skid,i, C) for all i ∈ [t]. Taking the t decryption
shares it runs Decrypt(mpk, {δi}i∈Ω , C) and returns either m or 0 .
If (id, ·) /∈ List, runs KeyDistr(mpk,msk, id, t,N) to obtain S :=
{(1, skid,1), . . . , (N, skid,N )}, takes t-out-of-N secret key shares and runs
ShareDecrypt(mpk, skid,i, C) to obtain decryption shares δ1, . . . , δt. On input
these decryption shares and a ciphertext C, runs Decrypt. The challenger
sends the result of decryption to A.

Challenge: The adversary outputs identities id0, id1 and messages m0,m1 on
which it wants to be challenged. The challenger picks bits b, β ∈ {0, 1} and
computes ciphertext C ← Encrypt(mpk, idb,mβ). The challenger sends C∗

as the challenge to A.
Guess: The adversary outputs a guess b′, β′ ∈ {0, 1}. It wins the game if b =

b′, β = β′.

A’s advantage is given by AdvsIND/ANO−IDTB−CCA
A (λ) = |Pr[b = b′ ∧ β = β′] − 1/4|.

Robustness of an Anonymous IBTD. Abdalla et al. [2] defined robust-
ness of an anonymous encryption. This property describes difficulty to generate
a ciphertext which would be valid under two different encryption keys. The
authors [2] claimed that an anonymous encryption scheme without robustness
would have shortcomings in communication correctness. We describe robustness
of IBTD as follows: A sender sends a message to a particular receiver. To hide the
receiver’s identity, sender anonymously encrypts it using receiver’s public key.
We can imagine that a sender would like to broadcast the ciphertext to a larger
group distinct receivers. As a member of this group each receiver needs to know
whether she is the real receiver or not. Since the encryption is anonymous it is
impossible to decide just by looking at it. However if the encryption is robust,
the decryption procedure allows to decide whether the receiver is the correct one
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or not. Robustness, denoted by IBTD−ROB−CCA can be achieved by includ-
ing the encryption key to the ciphertext and checking for this key during the
decryption process. In the robustness experiment, the adversary outputs a pair
id0, id1 and a ciphertext C∗. Adversary wins the game if decryption of C∗ using
secret keys skid0 , skid1 are both non-⊥. For more details we refer to Abdalla et al.
[2]. In the following definition we formalize IBTD robustness, meaning that the
decryption algorithm will output ⊥ with overwhelming probability if an IBTD
ciphertext computed for some id is decrypted using skid′ for id′ 
= id.

Security Game: Robustness Let Arob be a probabilistic polynomial-time
adversary against the IBTD−ROB−CCA security of the IBTD scheme.

Init: The adversary chooses a set I of t − 1 decryptions servers that it wants to
corrupt. Let List be a list comprising (id, Sid, I), where Sid := {(1, skid,1), . . . ,
(N, skid,N )} and (i, skid,i) ← KeyDistr(mpk,msk, id, t,N). Initially the list
is empty, i.e. List := ∅, I = ∅. It outputs a target identity id∗.

Setup: The challenger runs Setup(1n, N, t), and outputs a master public key
mpk and a master secret key msk.

Queries to OKeyDistr(id, i): On input (id, i) check whether (id, Sid, I) /∈
List. If so, run Sid

r← KeyDistr(mpk,msk, id, t,N), where Sid :=
{(1, skid,1), . . . , (N, skid,N )}, I ⊂ [1, N ]. Add (id, Sid, I) to List, i to I, return
(i, skid,i).

Queries to ODecrypt(id, C): On input (id, C) check whether (id, Sid, I) /∈
List. If so, run Sid

r← KeyDistr(mpk,msk, id, t,N), add (id, Sid, I) to
List. Finally computes decryption shares δi

r← ShareDecrypt(mpk, skid,i, C),
i ∈ [N ], m ← Decrypt(mpk, {δi}i∈Ω , C), where |Ω| ≥ t. Output m.

Challenge: Arob outputs (id0, id1, C∗). The challenger takes a master public
key mpk and computes ciphertext C ← Encrypt(mpk, id,m). Arob outputs
id0, id1 and a ciphertext C∗ on challenge id∗.

Output: (i) If id0 = id1, challenger returns 0.
(ii) If (id0, S0, I0) /∈ List or (id1, S1, I1) /∈ List, it return 0.
(iii) If |I0| ≥ t or |I1| ≥ t, then return 0, else compute decryption shares
δ0,i

r← ShareDecrypt(mpk, skid0,i, C);m0
r← Decrypt(mpk, {δ0,i}i∈Ω , C),

δ1,i
r← ShareDecrypt(mpk, skid1,i, C);m1

r← Decrypt(mpk, {δ1,i}i∈Ω , C).
If m0 
= ⊥ and m1 
= ⊥ return 1.

An IBTD scheme is robust if AdvIBTD−ROB−CCA
IBTD,Arob

(1λ) is negligible.

3.1 Construction

We present a construction of an identity-based threshold decryption based on
lattices. We use the efficient trapdoor generation algorithm proposed in [23].

Setup(1λ, N, t): On input security parameter 1λ it outputs a master public key
mpk = (A,u) ∈ Z

n×m
q × Z

n
q and master secret key msk = R ∈ Z

m̄×w.

KeyDistr(mpk,msk, id, t,N): On input master public key mpk = (A,u), where
A ∈ Z

n×m
q and u ∈ Z

n
q , a master secret key msk = R ∈ Z

m̄×w such that holds
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A = [Ā| − ĀR] with random Ā
r← Z

n×m̄
q and m = m̄ + w, generate Hid ∈ Z

n×n
q ,

which is an invertible matrix that encodes id as presented in [3]. Generate secret
key skid = (s, e) ∈ Z

n
q × Z

m
q by sampling the preimage of u over a coset of

Λ⊥
u (Aid) via the Invert algorithm from Definition 3. Note that the preimage of

u is an id-related secret key skid = (s, e) = f−1
Aid

(u) with Aid = [Ā|HidG − ĀR]
∈ Z

n×m
q , where G ∈ Z

n×w
q as described in ([23], Sect. 5.4), Ā ∈ Z

n×m̄
q and

u = stAid + et.
The algorithm distributes skid = (s, e) ∈ Z

n
q ×Z

m
q over Zq among N servers

using entry-wise secret sharing for additive groups as follows: Choose a set of
values U = {r0 = 0, r1, . . . , rn} ∈ Zq, such that ri − rj is invertible in Zq

for every i 
= j. Make U public. Let s = (s1, . . . , sn), e = (e1, . . . , em). Then

choose n formal polynomials h1,k1(x) =
t−1∑

j=0

h1,jk1x
j , k1 ∈ {1, . . . , n} and m

polynomials h2,k2(x) =
t−1∑

j=0

h2,jk2x
j , k2 ∈ {1, . . . , m}, where h1,jk1 , h2,jk2 ∈ Zq

and h1,0k1 = sk1 , h2,0k2 = ek2 are the n and m secret components of vectors s, e
respectively, which are uniformly random and independent. Server i is publicly
associated with value ri ∈ Zq, for i ∈ [N ] and N is the number of servers.
The corresponding secret share is skid,i = (si, e i) = (h1,k1(ri),h2,k2(ri)), where
h1,k1(ri) = (h1,1(ri), . . . , h1,n(ri)) and h2,k2(ri) = (h1,1(ri), . . . , h2,m(ri)). The
algorithm outputs (i, skid,i)

Encrypt(mpk,m, id): On input public key Aid, u, a message bit b and an identity
id, choose x ← Z

m
q , a vector ẽ ∈ Z

n from the Gaussian distribution DZm,c with
Gaussian parameter c (s. Appendix), and ẽ ∈ Zq. Compute c1 = u tx+ẽ+b

⌊
q
2

⌋ ∈
Zq and c2 = Aidx + ẽ ∈ Z

n
q . Output is a ciphertext C = (c1, c2).

ShareDecrypt(mpk, skid,i, C): On input secret key share skid,i and a ciphertext
C it computes a decryption share δi = c1 − ct

2h1,k1(ri) − ‖h2,k2(ri)‖ ∈ Zq.

Decrypt(mpk, {δi}i∈Ω , C,Ω): On input t-out-of-n decryption shares, a set Ω
with indices i1, . . . , it, where ij ∈ [N ] and a ciphertext C = (c1, c2) ∈ Zq × Z

n
q ,

compute Lagrange coefficients λi =
∏

j∈Ω,j �=i

−rj

ri−rj
and decrypt the ciphertext by

computing
t∑

i=1

λiδi + c1

(
1 −

t∑

i=1

λi

)
≈ b

⌊
q
2

⌋
.

3.2 Security Reduction

The security of our lattice-based IBTD is based on the lemma from [26]:

Lemma 1. Let (n, q, χ,m) be such parameters that the LWEn,q,χ assumption
holds. Then for m = O(n log q) and Ā, R as provided above, the joint distribution
(Ā, RĀ) is computationally indistinguishable from uniform over Z

n×m̄
q × Z

n×w
q .

Theorem 1. Our IBTD scheme is sIND/ANO − IDTB − CCA secure under the
LWE assumption given in Definition 1.



Identity-Based Threshold Encryption on Lattices with Application 125

Proof. Let A be an adversary against sIND/ANO − IDTB − CCA security of IBTD
scheme. A first chooses a set of t − 1 decryption servers it wants to corrupt.
It also announces the identity id∗ it wants to be challenged on. We use A to
construct a simulator B against the LWE problem, where B plays the role of the
challenger. The instance of LWE problem is given as a sampling oracle O. This
oracle can be either purely random Or or pseudo-random Os for some secret
s ∈ Z

N
q . B queries from his sampling oracle O and receives for each request i a

fresh pair (a i, ti) ∈ Z
n
q ×Zq. The challenger B simulates for A public parameters

(mpk,msk) using upper LWE samples and sends them to A. B picks random
matrices A,

r̄←Z
n×m̄
q and runs TrapGen algorithm to generate a trapdoor R of A.

The challenger also simulates secret key shares of t−1 corrupted servers. To do so,
B first picks 2n(t−1) random values α1,k, . . . , αt−1,k, β1,k, . . . , βt−1,k ∈ Zq, where
k ∈ [n]. Let h1,k1(x), h2,k2(x) ∈ Zq[X] be n+m polynomials of degree t−1 defined
so that h1,k1(0) = sk1 , k1 ∈ {1, . . . , n} and h2,k2(0) = ek2 , k2 ∈ {1, . . . , m}, are
the k-th secret values of vectors s, e which are simulated by B using the outputs
of TrapGen algorithm. Further holds h1,k(ri) = αi,k1 for k1 ∈ {1, . . . , n} and
h2,k2(ri) = βi,k2 for k2 ∈ {1, . . . , m}. B gives t − 1 secret shares to A, since they
are consistent with the polynomials h1,k1(ri), h2,k2(ri). The probability that B
matches the same servers as A is given by 1

( N
t−1)

.

Key distribution queries: When A issues up to qS private key distribution
queries on id 
= id∗ to the uncorrupted servers, B simulates them as follows. We
assume that B has control over List which consists of entries (id, S), where S =
{(1, skid,1), . . . , (N, skid,N )} encompasses the secret key shares for N servers.
Consider a key distribution query to the server i on and identity id. B first
checks if (id, ·) ∈ List. If so, the simulator picks the corresponding secret shares
(i, skid,i), i ∈ [N ] and gives it to A. Otherwise, if (id, ·) /∈ List, adversary B
simulates the secret shares as follows: It computes first Lagrange coefficients
λj,r1,kj

, . . . , λj,rt−1,kj
where j ∈ [2], k1 ∈ [n], k2 ∈ [m] such that hj,kj

(ri) =

λ0hj,kj
(0) +

t−1∑

l=1

λlhj,kj
(rl). To simulate an id related secret key it runs Invert

on input a random matrix A
r← Z

n×m
q and the corresponding trapdoor R received

upon running TrapGen algorithm. So B obtains sid which it can use to compute
secret shares h1,k1(i), h2,k2(i). B sends the simulated values to A, and adds the
query (id, ·) to the List.

Decryption queries: When A issues up to qD decryption queries on input an id
and a ciphertext C, B first checks if (id, ·) ∈ List. If so, it takes t-out-of-n secret
shares from this list and computes the decryption shares. Otherwise, if (id, ·) /∈
List, simulator B first computes secret shares analogously to the computations
in the previous simulated key distribution queries. Furthermore, it simulates
decryption shares using simulated secret shares δi = c1−ct

2h1,k1(ri)−‖h2,k2(ri)‖.
Simulator B combines t−out-of-N decryption shares using Lagrange coefficients
λ1, . . . , λt ∈ Zq and outputs either a message or aborts. B sends the message
to A. Adversary A aborts if the received message is not the same as it received
after running the decryption algorithm of IBTD scheme.
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Challenge: The adversary A gives two messages m0,m1 and two identities
id0, id1 to the simulator B. The simulation of the challenge ciphertext also
works using as input the entries from the LWE instance. Finally the cipher-
text C(pk,mb, idβ), for b, β ∈ {0, 1} is sent to A. When the LWE oracle is
given by Os (i.e. it is pseudo-random), the ciphertext is randomly distributed
including some random noise vector which is distributed as Φn

α, where the latter
notion describes a certain noise distribution over Zq, as showed in [26]. When
O is given by Or then the ciphertext is uniform and independent over Z

n′
q , for

some n′. Eventually the simulated ciphertext is always uniform in Zq × Z
n
q .

Guess: After issuing additional queries, A guesses a bit b′, β′ ∈ {0, 1} corre-
sponding to a message index and to an identity index, respectively. The LWE
adversary B outputs its guess as the result of the LWE challenge. Finally,
we follow that B′s advantage in solving LWE is at least the same as A’s
advantage in distinguishing the ciphertext from a random value, i.e.: AdvB ≥

1

qSqD( N
t−1)

AdvA. ��

Theorem 2 (IBTD Robustness). Our identity-based threshold decryption
scheme from Sect. 3.1 is IBTD−ROB−CCA secure under the hardness of LWE
assumption.

Proof. (Sketch) We show that IBTD−ROB−CCA property is provided in our
IBTD scheme. Let Arob be an adversary against robustness of IBTD, that is
given the public key as input. She can receive at most t − 1 secret shares from
OKeyDistr. We set Hid = H(id) corresponding to an encoding matrix defined
in [3] and denoting the encoding of an identity id using H ∈ Z

n×n
q . The prob-

ability of finding two different identities id1 
= id2 s.t. H(id1) = H(id2) is neg-
ligible. As showed in [3] the encoding function Hid : Zn

q → Z
n×n
q has a strong

notion of injectivity which means that for two different identities id1, id2 the
difference of the outputs H(id1) and H(id2) is never singular, i.e. det(H(id1) −
H(id2)) 
= 0. ��

4 Application to Distributed Searchable Encryption

In this section we apply our IBTD scheme for the construction of a distrib-
uted public key encryption with keyword search on lattices (DPEKS). We follow
the idea from Abdalla et al. [1] in order to transform our anonymous IBTD
scheme into a consistent and secure DPEKS scheme. A distributed public key
encryption with keyword search scheme was also defined in [21]. It consists of
five algorithms, Setup, PEKS, ShareTrpd, ShareTest, Test. The setup algorithm
Setup of DPEKS is equal to the same algorithm of our IBTD scheme while
the master public and master secret keys are set equal to the public and secret
key of DPEKS, respectively. Further we obtain ShareTrpd algorithm from the
KeyDistr algorithm of IBTD scheme by setting the identity equal to the keyword
of DPEKS. The output of ShareTrpd is a trapdoor share, which is equal to the
secret shares of IBTD. The encryption of a plaintext under identity id in IBTD
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corresponds to the PEKS ciphertext on a keyword w of DPEKS. Analogously
we transform ShareDecrypt algorithm of IBTD into ShareTest algorithm of
DPEKS, where the output of DPEKS is a test share τi corresponding to the
decryption share in a IBTD scheme. Finally the Test algorithm of DPEKS is
derived from the Decrypt algorithm, where the input of Test consists of PEKS
ciphertext Φ that consists of C of IBTD and a bit string R

r← {0, 1}k, Φ = (C,R).
In order to make the application intelligible, we observe a cloud scenario as

showed in Fig. 1, which allows data owner to upload encrypted data together
with encrypted keywords to a multiple number of cloud servers, such that an
authorized user can outsource particular search operations and download data
upon a successful cloud search.

Fig. 1. DPEKS in cloud setting

In order to enable the search oper-
ation without revealing any informa-
tion of the data, the user creates
trapdoors, which hide keywords and
sends the generated trapdoor shares to
the N cloud servers. We assume exis-
tence of a trusted party which gener-
ates these trapdoor shares for an user
upon receiving a trapdoor generation
request. The search operation allows
an user to find out whether the stored
encrypted data contains the required keyword she is looking for or not. If the
search result has a positive outcome, upon sending a download request to one
of the cloud servers, the user can easily download the needed files, and decrypt
them with the decryption algorithm of the underlying encryption scheme.

5 Conclusion

In this paper we have motivated and presented a solution for the problem of
distributing the role of a single server among a certain number of servers and
provided a crucial application to the cloud storage setting. We first introduced
an identity-based threshold decryption scheme which is based on lattices and
defined its security properties. We also presented its security proof and finally
provided the syntax of a distributed public key encryption with keyword search
with application to the cloud setting.
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SDM 2010. LNCS, vol. 6358, pp. 87–100. Springer, Heidelberg (2010). doi:10.1007/
978-3-642-15546-8 7

http://dx.doi.org/10.1007/978-3-319-31550-8_5
http://dx.doi.org/10.1007/978-3-642-29011-4_43
http://dx.doi.org/10.1007/978-3-642-29011-4_41
http://dx.doi.org/10.1007/11818175_8
http://dx.doi.org/10.1007/978-3-642-15546-8_7
http://dx.doi.org/10.1007/978-3-642-15546-8_7


Recursive M-ORAM: A Matrix ORAM
for Clients with Constrained Storage Space

Karin Sumongkayothin1,5(B), Steven Gordon4, Atsuko Miyaji1,2,3,
Chunhua Su3, and Komwut Wipusitwarakun5

1 Japan Advance Institute of Science and Technology (JAIST), Nomi, Japan
s1420209@jaist.ac.jp

2 Japan Science and Technology Agency (JST) CREST, Tokyo, Japan
3 Graduate School of Engineering, Osaka University, Suita, Japan

4 School of Engineering and Technology, Central Queensland University,
Rockhampton, Australia

5 Sirindhorn International Institute of Technology, Thammasat University (SIIT),
Pathum Thani, Thailand

Abstract. Although oblivious RAM (ORAM) can hide a client’s access
pattern from an untrusted server, bandwidth and local storage require-
ments can be excessive. Path ORAM, Matrix ORAM and other schemes
can greatly bandwidth cost, but on devices with constrained storage
space they require too much local storage. We design a recursive version
of Matrix ORAM, where data addresses are stored on the server instead
of client, and are recursively accessed with revealing important infor-
mation. We analyse our algorithm and show it keeps bandwidth, client
storage and computational overhead each to O(log N).

1 Introduction

A major limitation of clouding computing is privacy: the client may reveal valu-
able information to the server operator when uploading data, downloading data
and performing operations on the server. Although necessary for data confi-
dentiality, encrypting data before uploading to the server is not sufficient for
privacy. It has been shown that even with encryption the sequence of server
storage locations read/written by the client can reveal valuable information to
the server [7,9]. Oblivious RAM [4] is one technique that can be used to hide
this information from the server. It does this using a combination of several
approaches: re-encrypting data before uploading again; uploading the same data
to different locations on the server; and uploading/downloading multiple blocks
of data from the server every time the client wants to access a single block of
data. The result is that, from the server’s perspective, the clients access pattern
is indistinguishable from a series of random accesses.

Many different ORAM algorithms have been designed [6,10,12,13,15].
Despite all offering privacy, they make trade-offs in performance, where a key
metric is bandwidth cost. Downloading/uploading multiple blocks in order to
access just a single block leads to significant bandwidth cost. Schemes such as
c© Springer Nature Singapore Pte Ltd. 2016
L. Batten and G. Li (Eds.): ATIS 2016, CCIS 651, pp. 130–141, 2016.
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Path ORAM [13] and M-ORAM [6] aim to minimize bandwidth cost. However
that comes at the expense of increased storage space on clients and/or com-
putational overheads. In particular, both Path ORAM and M-ORAM store a
position map on the client which records the addresses of each data item on the
server. This has O(N) client storage requirements, where N is the maximum
number of data blocks on the server. A general technique to reduce the storage
requirements (at the expense of increased bandwidth cost) is recursion: store
the position map on the server in ORAM, and a second, smaller position map
to that is stored on the client. While Path ORAM has a recursive construction
designed and analyzed in [13], only an outline of the recursive construction for
M-ORAM is given in [6]. In this paper we present a detailed design of Recursive
M-ORAM (RM-ORAM), and provide performance and security analysis of this
new ORAM construction.

1.1 Related Work

There have many many ORAM algorithms proposed, differing mainly on the
server storage structure (hierarchical [1–3,5,8,10,14–16], tree [11–13,17], matrix
[6]) and trade-offs of bandwidth and storage. Some of these algorithms also define
a recursive construction to reduce client storage space.

The first ORAM algorithm [4] was a hierarchical based construction. While
the client storage space required was constant, it requires significant bandwidth
consumption as well as complex computations. Several ORAM constructions
were introduced to try to reduce those costs [1–3,5,8,10–12,14–17]. However,
these hierarchical based constructions still require computationally expensive
operations, such as oblivious shuffling and background eviction.

Path ORAM [13] is a binary-tree based ORAM construction which uses much
simpler operation and log N bandwidth cost to achieve the desired security prop-
erties. This was a significant advancement over hierarchical ORAMs. However
Path ORAM requires increase client storage to contain a position map and local
stash. To reduce this extra storage, a recursion technique is applied. The recur-
sion technique was introduced in [15] to reduce the number of elements that have
to be stored on the client. By using this technique, Path ORAM can reduces the
client’s storage space requirement from O(N) to O(log N) ·ω(1) while the band-
width cost is increased from O(log N) to O(log2 N) respectively.

Unlike any existing schemes, M-ORAM [6] is built upon a matrix data struc-
ture for server storage which can achieve O(1) bandwidth cost. However M-
ORAM requires N blocks of position map on the client, giving O(N) storage
space requirement. [6] outlines an idea for a recursive construction of M-ORAM,
but lacks details and analysis. The difference in the storage structure used by
M-ORAM and Path ORAM means the recursive design for Path ORAM is not
suitable for M-ORAM. Hence we present a detailed design and analysis of a
recursive construction for M-ORAM.
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1.2 Contribution and Paper Organization

This paper proposes Recursive M-ORAM (RM-ORAM), a recursive version of
M-ORAM [6]. Our contributions are:

1. Detailed design of RM-ORAM storage structures and access operations.
2. An ORAM that can achieve O(log N) bandwidth cost, as well as requiring

O(log N) client storage space.
3. A recursive model different from existing models (e.g. used in Recursive Path

ORAM), and in particular tailored for M-ORAM.
4. Performance and security analysis of RM-ORAM.

The rest of the paper is organized as follows. Section 2 overviews the general
recursive algorithm used in ORAM constructions. Then the concept of RM-
ORAM is provided in Sect. 3, with detailed design of the storage given in Sect. 4
and access operations in Sect. 5. In Sect. 6 we compare the performance of RM-
ORAM with other schemes and the security issues are discussed in Sect. 7.
Finally, we give a conclusion in Sect. 8.

2 General Concept of Recursive ORAM Construction

ORAM schemes typically have the following components: logical organization of
storage on the server (e.g. hierarchy, tree, matrix), referred to as the ORAM ;
permanent storage on the client to keep track of addresses of data on the server
(often called a position map); temporary storage on the client for processing
downloaded data blocks before they are uploaded again (also called a stash);
and an algorithm that triggers a series of accesses (downloads/uploads) to the
server to obtain a single data block of interest, but such that the server sees
those accesses as random (and thereby not being able to identify the desired
data block). A major limitation of ORAM is performance. Accessing multiple
blocks on the server in order to access only one data block of interest leads to
significant bandwidth cost. Also, storing large amounts of data on the client, in
particular the permanent position map, goes against the goal of cloud computing.
To overcome this latter performance problem, the position map can also be stored
on the server using ORAM, with a second, smaller position map used on the
client to access the original position map. Hence a recursive ORAM construction
is obtained. The general concept of recursive ORAM will be explained with the
aid of Fig. 1. Initially the focus is on explaining the steps, without considering
security properties (which will be discussed later).

There are three important storage structures in a recursive ORAM, as shown
in Fig. 1: ORAM contains the actual blocks of data and is stored on the server; a
position map (Pos) contains addresses of the data in ORAM or addresses of the
next position map; and a temporary buffer on the client contains downloaded
information for processing. When the client wants to retrieve a data block from
ORAM, it starts by looking for the address in Pos#0 which is stored on the
client. The address points to a block in Pos#1 (which is stored on the server),
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Fig. 1. General recursive operation for ORAM

which the client downloads to the temporary buffer. That downloaded block
contains m addresses, with the address of interest pointing to a block in Pos#2,
which is then downloaded. This continues until the block from Pos#r is down-
loaded, which contains the address of the data block of interest in ORAM, which
is then downloaded.

In summary, a recursive ORAM stores a small position map on the client,
with each block containing m addresses, and then recursively accesses position
maps in the server until the data of interest is obtained. The drawback is extra
bandwidth cost (accesses to the server): with N data blocks in the ORAM, the
recursive operation will take �logm N� rounds to cover every address of data
block in ORAM (where each round requires communications between client and
server). The next section provides a specific design of a recursive construction
for M-ORAM.

3 Recursive M-ORAM Construction

The general recursive construction in the previous section can be implemented
differently depending on the underlying ORAM construction. The Path ORAM
recursive construction uses one position map ORAM (PosORAM ) for each
level of recursion. A PosORAM stores m addresses per data block, where these
addresses point to either the data ORAM or another PosORAM. Each access
from client to server (to either data ORAM or a PosORAM) is performed using
the normal Path ORAM access operations (e.g. download a path, then upload a
path). The model of recursive ORAM used with Path ORAM cannot be applied
directly to M-ORAM. There are three main reasons:

1. Path ORAM and M-ORAM use different methods to specify the address of
a data block. In Path ORAM, the leaf-ID is used to identify the path which
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contains the data block of interest. On the other hand, M-ORAM uses row
and column to address the exact location of the data block of interest in
ORAM.

2. Path ORAM and M-ORAM use different algorithms for assigning a new
address for accessed data. Path ORAM randomly assigns a new leaf-ID to
access data, while M-ORAM randomly selects downloaded blocks from the
stash to be uploaded to existing ORAM addresses.

3. In Path ORAM, the number of downloaded blocks during access operation is
varied depend on the size of ORAM structure. While in M-ORAM, it is fixed
and can be set by the designer.

Therefore we propose RM-ORAM that integrates all position map blocks (i.e.
from Pos#1 through to Pos#r) into a single position map ORAM (PosORAM ).
This allows for controlling the number of downloaded blocks per access request
independent of the size of the ORAM (a key performance feature of M-ORAM).
Also, by having a single PosORAM, the server will be unable to distinguish
blocks from different recursion levels (a key security property of M-ORAM).

Two key design issues with ORAM are the data structures and the operations
for accessing data. In Sect. 4 we describe the server and client storage structures
used by RM-ORAM while the operations will be described in Sect. 5.

4 RM-ORAM Storage

The RM-ORAM storage architecture is illustrated in Fig. 2. The server contains
two logical data structures: (data) ORAM to store the N data blocks and PosO-
RAM to store multiple position maps (with a total of N ′ blocks). Both ORAMs
use the format of M-ORAM: the physical addresses of server storage are mapped
to the set of logical addresses in the matrix format, x and y (rows and columns).

Fig. 2. RM-ORAM storage
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The height of the ORAM and PosORAM matrices are a and b, respectively. Note
that the block of ORAM and PosORAM are not necessarily the same size.

Similar to M-ORAM, the RM-ORAM client uses stash buffers to temporarily
store downloaded blocks. While M-ORAM uses one stash for each row in ORAM,
RM-ORAM uses a separate stash buffer to contain the blocks in each path that
leads to the downloaded blocks in ORAM. The use of these stashes is explained
in Sect. 5. In addition, the RM-ORAM client includes a position map, Pos#0,
which stores the addresses for the next position map on the server (i.e. Pos#1)
as illustrated in Fig. 3. The next section explains how these storage structures
are used in various RM-ORAM operations.

5 RM-ORAM Operation

When a client wants to access (upload or download) a data block from the server,
with M-ORAM it must read (download) multiple blocks from the server and then
write (upload) mutiple blocks to the server. The set of blocks read/written is
designed such that the desired block is accessed but the server cannot distinguish
a sequence of accesses from a random sequence of accesses. In brief, with M-
ORAM the client reads one block from each row in the ORAM matrix, where
the columns are chosen randomly except: for the row that contains the data
block of interest, and some columns must be the same as the previous access
operation. After the H blocks are read, they are randomly spread into stashes
on the client, and then the write operation takes (potentially different) blocks
from the stashes and writes them to the same entries of the server storage matrix.

For RM-ORAM there are also read and write operations (see Fig. 4), but
with substantial differences from M-ORAM to ensure the security properties are
maintained. Section 5.1 describes the read operation while Sect. 5.2 describes the
write operation.

5.1 Read Operation

Consider RM-ORAM where the server has N data blocks, r levels of recursion
will be used and each Pos block contains m addresses. Each data block has a
unique ID, IDn where n ∈ N . Suppose the client wants to access data block IDi

(also referred to as the block of interest or real data). Initially the client checks
if the block IDi is in a stash on the client. If so, reading or updating of the data
is performed locally; there is no communication with the server. If not, the client
consecutively reads multiple blocks from the server, where one among them is
the block which can lead to the data of interest in the ORAM. The reading of
blocks is performed in rounds where the number of rounds equals the levels of
recursion.

Let Pos#r be the Pos that is accessed in round #r. At the round #r, there
are mr of Pos#r, called Posi#r. Each Posi#r is mapped to the range of data
{ID1+(N(j+(mi)))/(m(r+1)), IDN(j+(mi)+1)/(m(r+1))} where 0 ≤ j ≤ m − 1 and
0 ≤ i ≤ mr − 1. For security purposes which will be analyzed in Sect. 7, in
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Fig. 3. Relation of Pos blocks from each level of recursion

addition to the block of interest the client needs to select H − 1 other data
blocks, and o of those must be from the previous access operation. That is, 1
block is that of interest, H − (o + 1) blocks are randomly selected, and o blocks
are selected from the previous operation. In total the client access H blocks,
creating H different paths of accessing the Pos from round #1 to round #r. Of
the H blocks downloaded, γ blocks must remain in stashORAM after completing
the write operation. γ is chosen uniformly at random where 1 < γ < o. This γ
will be considered the old blocks for the next operation.

Initially, in round #0, the client reads from the locally stored Pos#0, which
returns an address in PosORAM pointing to a block of Pos#1. In round #1
the client reads from the (server stored) Pos#1 obtaining an address pointing
to Pos#2, and so on. After logm(N)−1 rounds the address to the data block of
interest in ORAM is obtained. Finally, the client accesses the (data) ORAM to
obtain the block of interest. After the final round, H data blocks are retrieved.

The dummy content (see Sect. 5.2) is discarded, and the rest are stored in
stashORAM . The content of IDi will be updated if necessary then the write
operation is started. Note that the accesses to PosORAM follow the normal
M-ORAM procedure, as do the accesses to (data) ORAM.

5.2 Write Operation

After a read operation, the downloaded blocks will be uploaded back to the
server. The locations that have been accessed during the read operation are
randomly assigned to every block, and the information (address) in the blocks
of stashpath are updated to coincide with the new address. The client saves the
ID of all downloaded data to the history list. This list will be used for selecting
o old blocks during the next read operation, and it is overwritten every write
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(a) Read Operation (b) Write Operation

Fig. 4. RM-ORAM access request operation

operation. Suppose there are H data blocks that have been downloaded and
stored in stashORAM . The γ blocks where γ < H will be selected to remain on
the client and be counted as the old blocks for next access operation. Then the
dummy content will be uploaded rather than theirs real content. The remaining
H − γ blocks will be uploaded with their original content but encrypted with a
new secret key. At this state, all blocks in the stashpath and the chosen blocks in
the stashORAM will be uploaded to the server according to their new address.

6 Performance Analysis

A key aim of RM-ORAM when used in constrained devices is to balance the
communication overhead, the client’s storage overhead and the client’s processing
overhead. This section discusses each performance metric for RM-ORAM, and
compares against other ORAM schemes which the results are per Table 1.

6.1 RM-ORAM Communication Overhead

During an access operation, the client needs to download H different paths to
retrieve the data of interest. There are N blocks in ORAM with each block
containing B bytes, and N ′ blocks in PosORAM with each blocking containing
B′ bytes. Let each position map, Pos, contain m addresses. Hence, the client
must perform logm N recursions to retrieve the block of interest. Therefore the
total bandwidth cost for a single access operation is:

Bandwidth = 2(BH + B′(logm N − 1)) = O(logm N)

6.2 RM-ORAM Client’s Storage Overhead

The client has several fixed size items to store: position map of size pos bytes,
a history list of size hist bytes, and the stash used for ORAM which contains
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Table 1. Performance comparison of different ORAM schemes

Scheme Client storage Bandwidth cost Computational

(#Block) (#Block) overhead

Hierarchical Structure

GO-ORAM [4] O(1) O(log3 N) O(log3(N))

SSS-ORAM [15] O(N) O(log N) O(log2(N))

Recurisve SSS-ORAM [15] O(
√

N) O(log2 N) O(log2(N))

Tree Structure

Tree-ORAM [12] O(N) O(log2 N) O(log3(N))

Recursive Tree-ORAM [12] O(1) O(log3 N) O(log3(N))

Path ORAM [13] O(N) O(log N) O(log2(N)/ log(χ))

Recursive Path ORAM [13] O(log N) · ω(1) O(log2 N) O(log2(N)/ log(χ))

Matrix Structure

M-ORAM O(N) O(1) O(1)

Recursive M-ORAM O(log N) O(log N) O(log N)

H × B bytes. The only variable sized data structure is the stash for the path,
stashpath, which varies according to the number of recursions. Therefore the
total client storage is:

Storage = pos + HB + hist + HB′(logm N − 1) = O(logm N)

6.3 RM-ORAM Client’s Computational Overhead

The main operations to be performed in RM-ORAM, and their costs, are:

– Random number generation: We suppose that the random number gener-
ator which is used in our construction is efficient. Therefore it has cost O(1).

– Searching ID in stashORAM during read operation: A cost O(1) because
stashORAM has a constant size.

– Randomly assign the new address to the Pos block: This operation
causes the client to randomly select the new address for H logm N blocks.
Therefore, it has cost O logm N .

– Updating the address in Pos blocks: This operation causes the client
to access H logm N blocks for updating their content. Therefore, it has cost
O logm N .

– Randomly choose some blocks to remain in stashORAM :. The range of
random numbers is bounded by o − 1, where o is some constant number that
less than H. Therefore, it has cost O(1).

– Randomly choose new blocks during read operation: The range of
random numbers is bounded by H −o, where o and H are constant. Therefore,
it has cost O(1).
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The total computational cost is the sum of the above operations, which gives:

Computational Overhead = O(logm N)

7 Security Analysis

7.1 Security Requirements

The security requirements of ORAM are:

1. The server cannot observe the relationship between data and its address.
2. The server cannot distinguish between updated and non-updated information

that is rewritten to the server.
3. Two sequences of accesses to the server of the same length are computationally

indistinguishable.

To show that RM-ORAM meets the requirements, we consider a series of
access requests to the server as:

AssessRequest = (posi(IDi)), posi−1(IDi−1), . . . , pos1(ID1))

where for data item IDj , posj(IDj) is the set of block positions for retrieving
IDj where j ∈ {1, 2, . . . , i}. Each block of information is encrypted, and IDj

maybe IDk where j �= k and j, k ∈ i.

7.2 Random Re-Encryption

Every data block downloaded from the server with RM-ORAM is decrypted, and
will be encrypted with a different key before being uploaded again. Therefore
even if downloaded data is not modified before uploading, the server cannot iden-
tify that it is the same data being uploaded (recall multiple blocks are uploaded
with M-ORAM). With this random re-encryption, the server cannot distinguish
between updated and non-updated information, nor observe the relationship
between data and its address.

7.3 Indistinguishable Access Pattern

The indistinguishable access pattern consists of two factors which are server
cannot identify what data is written to which location, and the client’s request
sequence is no difference from random binary string from the server’s point of
view. After download operation, the set of addresses that has been accessed will
be randomly arranged and distributed to the blocks within the stashes. Suppose
the block size of PosORAM and ORAM is difference, and there are H(logm N−
1) addresses of PosORAM and H addresses of ORAM have been accessed
during the operation. The H(logm N−1) and H addresses are randomly assigned
without duplication to the blocks in stashpath and stashORAM respectively.
Therefore the number of ways to assign the address is H! + H(logm N − 1)!.



140 K. Sumongkayothin et al.

Hence, the probability that the same pattern of access request will be sent to
the server is:

Pr(posj(dataIDj)) =
1

H! + H(logm N − 1)!
, where j ∈ {1, 2, . . . , i}.

Suppose the client do access operation i times and j < k ∈ {1, 2, . . . , i}. When
the posj(IDj) is revealed to the server, it will be randomly remapped to the new
position. Therefore the posj(IDj) is statically independent from posk(IDk), even
though IDj = IDk. As Bayes rule, we can describe the statistically independent
of series of access sequence as :

∏i

j=1
Pr(posj(IDj)) = (H! + H(logm N − 1)!)−i

By fact that H must be greater than 1 and logmN is grater or equal to 1,
it shows the series of access request is computationally indistinguishable from a
random sequence of bit string.

8 Conclusion

RM-ORAM is a recursive ORAM built on top of M-ORAM. While M-ORAM
achieves excellent bandwidth cost, RM-ORAM aims to use the same principles
as M-ORAM but to reduce the client storage requirement by storing position
maps recursively on the server. This results in an increase in bandwidth cost
compared to M-ORAM. RM-ORAM maintains the key security properties of
ORAM. This paper also quantified the bandwidth cost, client storage and com-
putational overhead of RM-ORAM. Future work will provide theoretical and
practical comparison to other ORAM schemes.
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Abstract. This paper is concerned with false signal injection attack
detection mechanism using a novel distributed event-triggered filtering
for cyber physical systems over sensor networks. By the Internet of
Things, the classic physical systems are transformed to the networked
cyber physical systems, which are built with a large number of distrib-
uted networked sensors. In order to save the precious network resources, a
novel distributed event-triggered strategy is proposed. Under this strat-
egy, to generate the localized residual signals, the event-triggered dis-
tributed fault detection filters are proposed. By Lyapunov- Krasovskii
functional theory, the distributed fault detection filtering problem can
be formulated as stability and an H∞ performance of the residual sys-
tem. Furthermore, a sufficient condition is derived such that the resul-
tant residual system is stable while the transmission of the sampled data
is reduced. Based on this condition, the codesign method of the fault
detection filters and the transmission strategy is proposed. An illustra-
tive example is given to show the effectiveness of the proposed method.

Keywords: False signal injection attack · Security · Fault-detection ·
Event-triggering · Sensor networks

1 Introduction

Recent advancements of creating automated and intelligent systems require com-
puting systems, sensor networks, industrial automation systems, and critical
infrastructures to work together [1]. This integration of sensors, actuators and
computing systems with tradition physical systems creates cyber physical sys-
tems. At the same time, the Internet of Things (IoT) brings the idea of network-
ing cyber physical systems to utilizing the communication network resources effi-
ciently and smartly. This kind of systems have been applied in wide fields such as
transportation networks, power generation and distribution networks. The rise
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of cyber physical systems raises the concern about cyber-attacks as they are
more widely accessible than traditional ones. However, the existing traditional
security solutions are not feasible to protect these systems from cyber-attacks.
Furthermore, attacks on these systems may create devastative effects to other
connected systems. For example, a large scale attacks on a Self-Driving Car net-
work can disrupt transportation systems of an entire nation for long period of
time. Recently, this issue has attracted attention of many scientists to model
different attack scenarios [2,3]. However, because of the stealthiness of these
attacks, system operators often have little knowledge about them until severe
physical damage has already occurred. The false signal injection (FSI) attacks
inject malicious signal to control systems using distributed sensor nodes, and
mislead the system to unsafe states and cause system disruption. The detection
of FSI attacks is challenging because the detector typically needs to understand
physical semantics of the sensor and/or control data being monitored. To address
the challenge, there is growing momentum to apply existing control system fault
detectors, designed based on understood physical semantics of the data, against
FSI attacks [4,5]. Examples of simplistic fault-like attacks include: set a signal
to its maximum or minimum [2], inject ramps, surges, and random noises [4,6].
In addition, traditional security measures may not work well for cyber physi-
cal systems and most of the possible attacks on cyber physical systems are not
presently known, which is the first motivation of this study.

With the rapid development of network technologies, several practical sys-
tems are physically distributed, such as traffic networks, smart grids [7]. At the
same time, under the recent advancements in hardware and wireless communi-
cation technologies, sensor networks have been widely applied in infrastructure
security, intelligent traffic systems and space exploration [8,9]. In sensor net-
works, a variety of sensors are usually distributed scatteredly and work coop-
eratively through networks and are often battery operated with limited energy
resources and capabilities to sense, gather, process data. In addition, the net-
work bandwidth is also limited for data transmission among sensors. In order to
use the network resources effectively, event-triggered control schemes have been
proposed in the published literature to mitigate the need for unnecessary data
transmission while preserving desired system performance [10,11]. Furthermore,
it should be pointed out that in the traditional fault detector model, all the
measurement outputs are sampled by one sensor and sent in a single packet to
the fault detector, however, due to the complexity of the cyber physical systems,
such an assumption may not be held in practical situations [12]. Hence, a distrib-
uted fault detection algorithm for sensor network-based cyber physical systems
are demanded. To the best of the authors knowledge, there is no systematic
result that addresses the distributed event-triggered fault detection filtering for
cyber physical systems over sensor networks, which is the second motivation of
the current study.

In this paper, we aim to investigate distributed fault detection of a broad
class of false signal injection (FSI) attacks over mobile sensor networks in which
data transmission of each sensor is triggered by a well defined event. Each sensor
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is capable to determine whether the sampled data should be broadcasted to its
neighbors. Then each sensor gathers the measurements from itself and all neigh-
boring sensors and transmits the sampled data to the distributed fault detec-
tors through the communication network. Under this event-triggered scheme,
the precious communication resources can be saved significantly. In this paper,
the event-triggered distributed fault detection filters are proposed as the local-
ized residual generators. By employing Lyapunov-Krasovskii functional method,
the event-triggered distributed fault detection filters are designed such that the
overall residual system is asymptotically stable with a prescribed disturbance
attenuation level. Then the fault detection filters and the parameters of the
event-triggered scheme can be codesigned, provided that a set of linear matrix
inequalities are satisfied. Finally, a quarter-car suspension model is given to show
the effectiveness of the proposed method.

2 System Modeling and Problem Statement

Consider the following plant
{

ẋ(t) = Ax(t) + Bw(t) + Ef(t)
x(t0) = φ0,

(1)

The measurement outputs transmitted over a sensor network are in the form of

yi(t) = Cix(t), i ∈ Ω = {1, 2, . . . , N} (2)

where x(t) ∈ R
n is the state vector; w(t) ∈ R

p is the disturbance noise belonging
to L2; f(t) ∈ R

r is the fault to be detected; yi(t) ∈ R
s is the measurement output

received by the sensor i from the plant; φ0 is the initial state. A, B, E, Ci and
Di, i ∈ S are known as constant matrices of appropriate dimensions.

2.1 A Novel Event-Triggered Scheme

Assume that there is a communication network between the sensor nodes and
the distributed fault detection filters as shown in Fig. 1.

Fig. 1. Event-triggered Distributed Fault Detection Filters over Sensor Networks
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In order to efficiently utilise the precious network resources, a novel event-
triggered scheme is proposed by employing distributed event-generators. When
the measurement signal ỹi(t) gathered from the sensor i and its neighbors j
is transmitted to the distributed fault detection filter i through the sensor net-
work i, a novel event-triggered scheme is proposed to choose the necessary packet
data. The distributed measurement output yj(t) is first sampled at the time
instants sh (s = 1, 2, · · · ) with h > 0 being a given sampling period. Then the
sampled signal with its time stamp is encapsulated into a data packet. Whether
or not a data packet is transmitted to the filter closely depends on a predefined
event-triggered condition. Only those data packets violate the predefined event-
triggered condition are transmitted through a communication channel. In this
communication scheme, the distributed event-generator j is introduced to select
necessary data packets. In the event-generator j, there is a register to store the
latest transmitted data packet (tjk, yj(t

j
k)) and a logical comparator to check if

the current data packet should be transmitted. In the logical comparator, we
introduce a judgement function χj(t

j
kh) to select the sampled measurement out-

put yj(t
j
kh) as

χj(skh) = ψT
j (skh)Ωjψj(skh) − λyT

j (tjkh)Ωjyj(t
j
kh) (3)

ψ(skh) := yj(skh)−yj(t
j
kh), l = 1, 2, · · · (4)

where sk = tjkh +
∑s

l=1 h is the current sampling instant; λ > 0 is a thresh-
old parameter; Ωj > 0 are weighting matrices to be determined. For sensor j,
the mechanism of the event-generator j is as follows: If the current data packet
(skh, yj(skh)) satisfies χj(skh) < 0, the processor discards this data packet right
away; otherwise, set tjk+1h = tjkh + h and the register updates its store with
the data packet (tjk+1h, yj(t

j
k+1h)). At the same time, the processor j imme-

diately releases this data packet; The logic ZOH keeps the data received at
tkh + τ(tkh) available until the new data arrives at tk+1h + τ(tk+1h), where
τ(tkh) is the communication network induced delay. The release time sequence
that indicates when those necessary data packets are released to the communi-
cation channel can be given by tj1h, tj2h, · · · , tjkh, · · · with tjkh < tjk+1h. In fact,
when data packets carry signals with little fluctuating compared with its pre-
vious transmitted ones, it is definitely a waste of communication resources to
transmit them through a communication channel. Therefore, under the proposed
event-triggered scheme, the communication resources can be utilised efficiently
compared with the time-triggered scheme.

2.2 The Sensing Topology

In this section, we introduce some basic graph theory notions for the following
analysis. The directed graph G = (S, E ,W) represents the sensing topology of
the sensor network, where S, E ⊆ S × S, W = [wij ] ∈ R

N×N are an index
set of N sensor nodes; the edge set of paired sensor nodes and the weighted
adjacency matrix, respectively. An edge of G is denoted by (i, j). The adjacency
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elements wij associated with the edges of the graph are positive, i.e., wij >
0 ⇐⇒ (i, j) ∈ E . The set of neighbors of node i plus the node itself is denoted
by Ni = {j ∈ S : (i, j) ∈ E}. After the measurement output j surrounding the
sensor i is triggered by the event-generator j, the sensor i is then gathered the
information i from itself and its neighboring nodes j ∈ N i. Then the selected
data will be transmitted to the distributed fault detection filter i. Based on the
above analysis, the information collected by sensor node i is given by

ỹi(tkh) =
∑

j∈N i

aijyj(tkh) (5)

where tkh = min{tjkh}. The holding zone of the logic ZOH [tkh+τ(tkh), tk+1h+
τ(tk+1h)] can be divided in to

⋃n−1
l=0 Θl

k where Θl
k = tlkh+τ(tlkh), tl+1

k h+τ(tl+1
k h)]

with n = tk+1h − tkh. By introducing an artificial time delay η(t) = t − tlkh,
t ∈ Θl

k, one obtains that

yi(tkh) = yi(t − η(t)) − ψi(skh) (6)

where η(t) is piecewise-linear with the derivative η̇(t) = 1. In order to keep
the right order of the yi(tkh), assume that ηm ≤ η(t) ≤ ηM < ∞ for t �=
tlkh + τ(tlkh) with ηm = min{τ(tlkh)}, ηM = h + max{τ(tlkh)}. Then ỹi(tkh) can
be rewritten as

ỹi(tkh) =
∑

j∈N i

aijyj(tkh) =
∑

j∈N i

aij(yj(t − η(t)) − ψj(skh)), t ∈ Θl
j . (7)

2.3 Event-Triggered Fault Detection Filters

In this section, the event-triggered fault detection filters are proposed to generate
the localized residual signals. The mechanism of the fault detection procedure
is as follows. Firstly, when a false signal injection attack has been detected,
a residual signal is generated by a localized residual generator to express the
information of the fault of the plant under the attack; Secondly, an evaluator,
including an evaluation function, a prescribed threshold, and a decision logic, is
constructed to evaluate the residual signal. When the evaluation function has a
value greater than the threshold, an alarm under the false signal injection attack
is given.

The distributed fault detection filters to generate the localized residual are
proposed as

{
˙̂xi(t) = Âix̂i(t) + B̂iỹi(tkh), x̂i(0) = 0, i ∈ Ω

ri(t) = Ĉix̂i(t), t ∈ Θl
i

(8)

where x̂i(t) ∈ R
x is the state estimate of the distributed fault detection filter

i; ỹi(tkh) is the input of the distributed fault detection filter; ri(t) ∈ R
r is the

residual signal that is compatible with the fault vector f(t); the matrices Âi, B̂i

and Ĉi are parameters of the distributed fault detection filter to be determined.
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To detect the occurrence of the fault as attack occurred, one should construct
a suitable localized residual evaluation function Ji(t) which is in the form as

Ji(t) = (
∫ t

0

rT
i (s)ri(s)ds)

1
2 (9)

The residual evaluation function threshold J i
th can be chosen as

J i
th(t) = sup

w(t)∈ L2,f(t)=0

Ji(t) (10)

Then the false signal injection attack detection alarm is
{

Ji(t) > J i
th, with faults

Ji(t) ≤ J i
th, without faults

(11)

Based on the alarm of faults under the attack, some measures can be taken to
guarantee the safety of the cyber-physical systems in network environments.

2.4 Modelling the Whole Framework

For the convenience, define a localized residual error signal as

gi(t) = ri(t) − f(t) (12)

Denote ¯̂x(t) = colN{x̂i(t)}, x̄(t) = colN{x(t)}, d(t) = colN{w(t), vecN{v(skh)},
f(t)}, r(t) = colN{gi(t)}, ξ(t) = col2{x̄(t), ¯̂x(t)}, Ā = diagN{A}, B̄ = colN{B},
Ē = colN{E}, Ī = colN{I}, C̄ = colN{C}, ˆ̄A = diagN{Âj}, ˆ̄B = diagN{B̂j},
ˆ̄C = diagN{Ĉj}, ψ̄(skh) = colN{ψj(skh)}. Then, by substituting (7) into (8)
and combining (1), we obtain the following augmented residual system

⎧
⎪⎪⎨

⎪⎪⎩

ξ̇(t) = Ãξ(t) +
N∑

j=1

F̃ ξ(skh) +
N∑

j=1

B̃ψ̄(skh) + Ẽd(t)

g(t) = C̃ξ(t) + H̃d(t)

(13)

where Ã =
[
Ā 0
0 ¯̂

A

]
, F̃ =

[
0 0

¯̂
B(A ⊗ I)C̄ 0

]
, B̃ =

[
0

− ¯̂
B(A ⊗ I)

]
, Ẽ =

[
B̄ Ē
0 0

]
,

C̃ =
[
0 ¯̂

C
]
, H̃ =

[
0 −Ī

]
.

From the above discussion, one can see that the residual system (13) reveals
the difference between the residual signal and the fault under FSI attacks. The
minimized effect of the disturbance can be measured by the H∞ norm. Therefore,
the distributed fault detection filtering problem can be transformed to an H∞-
optimization problem. The event-triggered distributed fault detection
filtering problem to be addressed in this paper is formulated as: for given
scalars ηm, ηM and λ, design suitable distributed filters and event-triggered
weighting matrices Ωi > 0 such that i) the residual system (13) with d(t) ≡ 0 is
asymptotically stable; and ii) the residual system (13) is satisfied the H∞ norm
‖g(t)‖L2 < γ‖{d(t)}‖L2 for any nonzero w(t) ∈ L2[0,∞) under the zero initial
condition.
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3 Event-Triggered Distributed Fault Detection Filtering
Performance Analysis

In this section, a residual system performance analysis criterion for the resultant
residual system (13) is proposed.

Theorem 1. Given positive scalars ηm, ηM , λ and the parameters Âi, B̂i and
Ĉi, the resultant residual system (13) is stable with a prescribed disturbance
attenuation level γ, if there exist symmetric positive definite matrices P , Qj,
Rj, j = 1, 2 and Ω of appropriate dimensions such that

⎡

⎣
Σ11 Σ12 Σ13

 Σ22 Σ23

  Σ33

⎤

⎦ < 0, (14)

where

Σ11 =

⎡

⎣
Ψ11 HT R1 PF̃
 Ψ22 R2

  −2R2 + λHT C̄T ΩC̄H

⎤

⎦ ,

Ψ11 = PÃ + ÃT P + HT Q1H − HT R1H,Ψ22 = Q2 − Q1 − R1 − R2,

Σ22 = diag{−Q2 − R2,−Ω,−γI},

Σ12 =

⎡

⎣
0 PB̃ PẼ
0 0 0

R2 0 0

⎤

⎦ , F̃ =
N∑

j=1

[
0 0

ˆ̄B(A ⊗ I)C̄ 0

]
, B̃ =

N∑

j=1

[
0

− ˆ̄B(A ⊗ I)

]
,

Σ13 =

⎡

⎣
ηmÃT HT R1 η̄ÃT HT R2 C̃T

0 0 0
ηmF̃T HT R1 η̄F̃T HT R2 0

⎤

⎦ , Σ23 =

⎡

⎢
⎢
⎣

0 0 0
ηmB̃T HT R1 η̄B̃T HT R2 0

0 0 0
ηmẼT HT R1 η̄ẼT HT R2 H̃T

⎤

⎥
⎥
⎦ ,

Σ33 = diag{−R1,−R2,−γI}, η̄ = ηM − ηm, Ã = diag{Ā, ˆ̄A},

Ẽ =
[
B̄ Ē
0 0

]
, C̃ =

[
0 ˆ̄C

]
, H̃ =

[
0 −Ī

]
, Ω = diagN{Ωj}.

Proof. The proof is omitted due to page limitation.

4 Event-Triggered Distributed Fault Detection
Filters Design

In this section, based on Theorem 1, the following theorem provides a suffi-
cient condition on the existence of the distributed fault detection filters such
that the residual system (13) stable with a prescribed disturbance attenuation
performance.
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Theorem 2. Given positive scalars ηm, ηM , λ, the resultant residual system
(13) is stable with a prescribed disturbance attenuation level γ, if there exist
symmetric positive definite matrices P , Qj, Rj, W , j = 1, 2 and Ω of appropriate
dimensions such that

⎡

⎢
⎢
⎣

Σ̃11 Σ̃12 Σ̃13 Σ̃14

 Σ̃22 0 0
  Σ̃33 Σ̃34

   Σ̃44

⎤

⎥
⎥
⎦ < 0, (15)

where

Σ̃11 =
[
P1Ā + Q1 − R1 Af + ĀT WT

 Af + AT
f

]
, Σ̃12 =

[
R1

∑N
1 Bf (A ⊗ I)C̄ 0

0
∑N

1 Bf (A ⊗ I)C̄ 0

]

,

Σ̃13 =

[
−∑N

1 Bf (A ⊗ I) P1B̄ P1Ē

−∑N
1 Bf (A ⊗ I) WB̄ WĒ

]

, Σ̃14 =
[
ηmĀT R1 η̄ĀT R2 0

0 0 CT
f

]
,

Σ̃22 =

⎡

⎣
Q2 − Q1 − R1 − R2 R2 0

 −2R2 + λHT C̄T ΩC̄H R2

  −Q2 − R2

⎤

⎦

Σ̃33 = diag{−Ω,−γI,−γI}, Σ̃44 = diag{−R1,−R2,−γI},

Σ̃34 =

⎡

⎣
0 0 0

ηmB̄T R1 η̄B̄T R2 0
ηmĒT R1 η̄ĒT R2 −Ī

⎤

⎦ .

Moreover, if the above conditions are feasible, the parameters of the distributed
filters are given as

ˆ̄A = AfW−1, ˆ̄B = Bf , ˆ̄C = CfW−1. (16)

Proof. The proof is omitted due to page limitation.

5 An Illustrative Example

A quarter-car suspension model, as depicted in Fig. 2, is provided to show the
effectiveness of the proposed fault detection filter design method. The sprung
mass ms denotes the car chassis; the unsprung mass mu represents the wheel
assembly; the spring ks is the stiffness and the damper cs represents the damping
of the uncontrolled suspension that is placed between the car body and the
wheel assembly; the spring kt serves to the model of the compressibility of the
pneumatic tire. The variables xs, xu and xr are the displacements of the car
body, the wheel and the road disturbance input, respectively. The ideal dynamic
equations for the sprung and unsprung masses of the quarter-car model are
described as
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Fig. 2. The quarter-car suspension over a sensor network

{
ms

˙̇xs(t) + Cs(ẋs − ẋu(t)) + ks(xs(t) − xu(t)) = 0,

mu
˙̇xu(t) + Cs(ẋu − ẋs(t)) + ks(xu(t) − xs(t)) + kt(xu(t) − xr(t)) = 0.

(17)

Denote x1(t) = xs(t)−xu(t), x2(t) = xu(t)−xr(t), x3 = ẋs(t) and x4(t) = ẋu(t),
where x1(t), x2(t), x3(t), x4(t) are the suspension deflection, the tire deflection,
the sprung mass speed, and the unsprung mass speed, respectively. Then the
quarter-car suspension model can be represented as

ẋ(t) = Ax(t) + Bw(t) (18)

with

A =

⎡

⎢
⎢
⎣

0 0 1 −1
0 0 0 1

− ks

ms 0 − cs
ms

cs
ms

ks

mu
− ku

mu

cs
mu

− cs
mu

⎤

⎥
⎥
⎦ , B =

⎡

⎢
⎢
⎣

0
−2πq0

√
G0v0

0
0

⎤

⎥
⎥
⎦ .

The parameters in the quarter-car model matrices are chosen as: ms = 973 kg,
ks = 42720 N/m, cs = 3000 Ns/m, ku = 101115 N/m, mu = 114 kg, G0 =
512×10−6 m3, q0 = 0.1m−1 and v0 = 12.5 m/s. Assume two nodes are deployed
in the sensor field. The sensing topology of the considered sensor network is
characterized by a directed graph G = (S, E ,W), with set of nodes (S = 1, 2), set
of edges E = {(1, 1), (1, 2), (2, 2)}, and the set adjacency matrices W = [wij ]2×2

where adjacency elements wij = 1 when (i, j) ∈ E ; otherwise wij = 0. The
measurement output matrices are given by C1 =

[
0 0 0 0.005

]
, C2 =

[
0 0.1 0 0

]
.

The objective is to design desired distributed fault detection filters in the form
of (8) over the sensor network to detect the fault induced by the attack of the
sprung mass speed x3 by using the measurement of the unsprung mass speed
x4(t) or the tire deflection x2(t) on different sensor nodes.

Firstly, choose h = 0.1 s and network induced delays are lower and upper
bounded by τm = 0.02 s and τM = 0.06 s, respectively. With the H∞ disturbance
attenuation performances level γ = 1.5, by the proposed event-triggered scheme,
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for λ = 0.8, applying Theorem 2, the corresponding parameters of the distributed
fault detection filters are given as

Af1 =

⎡

⎢
⎢
⎣

−5.7331 11.5864 5.8085 −342.2602
13.2871 −29.1706 101.1032 666.2046
−1.4728 0.9710 −1.1373 −2.9456
1.1982 −1.1999 −2.1269 −7.7911

⎤

⎥
⎥
⎦ , Bf1 =

⎡

⎢
⎢
⎣

72.8
−206.8
−5591.5
−771.2

⎤

⎥
⎥
⎦ ,

Cf1 =
[
0.0321 0.7601 −6.1392 1.5599

]
,

Af2 =

⎡

⎢
⎢
⎣

−5.700811.57695.7689 −341.6595
13.2345 − 29.1426101.8555 665.8959
−1.47090.9720 − 1.1590 −2.9319
1.1970 − 1.2039 − 2.1425 −7.7845

⎤

⎥
⎥
⎦ , Bf2 =

⎡

⎢
⎢
⎣

−45.6
129.1
3494.7
482.0

⎤

⎥
⎥
⎦ ,

Cf2 =
[
0.0379 0.7551 −6.1687 1.6797

]
.

Consider the case of an isolated bump in an otherwise smooth road surface,
the corresponding disturbance input signal is taken as: w(t) = 0.1 sin2(t − τ(t))

(0.5+ t2) .
To further illustrate the effectiveness of the designed distributed fault detection
filers, we assume that the fault signal induced by FSI attacks is simulated as

f(t) =

{
0.6, t ∈ [0.3s, 0.5s)
0, otherwise.

(19)
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Fig. 3. The residual responses r(t) with f(t) over sensor networks
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Fig. 5. The measurement outputs y(t), releasing instants and intervals

Taking an initial condition as x0 =
[
0.02 −0.02 0.02 −0.02

]
, with the sam-

pling period h = 0.1 s, the residual signals ri(t) under time sequences are depicted
in Fig. 3. The residual evaluation functions Ji(t) with fault and without fault
J i

th(t), i ∈ S are shown in Fig. 4. From Fig. 4, the simulation results show that
the fault f(t) can be detected in 0.16 s for the residual signal r1(t) and 0.19 s for
the residual signal r2(t) after the occurrence of the fault induced by FSI attacks
at 3 s. Associated with the above distributed fault detection filters, the measure-
ment outputs trajectories of the physical plant and the transmission instants and
the release intervals are shown in Fig. 5. From Fig. 5, it is clear to see the residual
signals can reflect the fault in time while the utilization of the communication
network is reduced, which verifies the effectiveness of the derived results.

6 Conclusions

The problem of event-triggered distributed false signal injection attack detection
filtering of cyber physical systems over sensor networks has been investigated.
A novel distributed discrete event-triggered strategy is proposed to select the
necessary sampled data to be transmitted so that the precious network resources
can be saved. Each sensor node needs to collect measurement outputs both from
itself and all neighboring nodes. Under this strategy, to generate the localized
residual signals, the event-triggered distributed fault detection filters have been
proposed as localized residual signal generators. Based on Lyapunov-Krasovskii
functional theory, a sufficient condition on the existence of the distributed fault
detection filters has been established such that the resultant residual system is
stable with a prescribed H∞ performance while the transmission of the sam-
pled data is reduced. Correspondingly, based on this condition, the codesign
method of the fault detection filters and the transmission strategy is proposed.
Finally, a continuous quarter-car suspension system has been given to verify the
effectiveness of the proposed results.
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Abstract. While mobile money originated in Africa, its success has led to a
spread around the world. This paper is the first to focus specifically on its uptake
in the region of Australasia; we give a brief description of the current situation
of mobile money usage in each of eight countries within this region. Despite the
convenience of mobile money systems, their underlying technologies are sus-
ceptible to many threats associated with insecure Wi-Fi communication. We
detail such threats and discuss possible countermeasures.

Keywords: Mobile money � Australasia � Vulnerabilities

1 Introduction

For centuries, traditional banking required individuals to be physically present at banks
for depositing or withdrawing funds and making payments. However with the advent
of ATMs in the 1970s, developing a few years later into home use of computers and the
Internet, it became easy to perform banking activities from anywhere in the world and
at any time. Pioneered in Kenya [1] in about 2007, mobile money systems leveraged
the ubiquity of cellular networks through smart phones to encourage access to banking
facilities world-wide. In developing countries, mobile money systems have become an
affordable and easily accessible option for individuals; none-the-less, there are many
people in developed countries who do not have a bank account and who benefit from
the use of mobile money technologies. Furthermore, mobile optimized websites and
applications (APPs) offer almost every service that a physical bank offers, encouraging
millions of people, even those with traditional bank accounts, to use mobile money
systems. In 2013, the president of the World Bank Group set a goal of ‘universal
financial access by 2020’ [2; p. 24]. And according to a research report from Javelin
Strategy & Research, mobile money systems usage went up by 63 percent between the
years 2007 and 2011 [3].

Despite, and because of, its convenience, mobile banking has brought with it many
emerging threats from unsecure Wi-Fi, mobile malware and third party APPs. We
detail such vulnerabilities and associated threats in Sect. 3 and discuss possible
countermeasures in Sect. 4.
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Key Enablers of a Mobile Money System
In order to design and implement a successful mobile money system, many elements
need to be analysed and an understanding of what is meant by ‘successful’ is required.
The figure on page 9 of [1] depicts the key drivers that are required to enable a
successful mobile money system. These include economic drivers related to the
capacity of the market, as well as regulations needed to prevent fraud and money
laundering; a great deal has been written about these issues and we do not focus on
them here. Also included are the risks of sending money through small devices, and the
infrastructure and communications technologies required to do this; our focus is on this
technology.

While mobile money originated in Africa, it has affected the Australasian region in
significant ways. In this report, we present several mobile money systems used in
Australasian countries and move on to analyse the inherent security problems associ-
ated with these systems, most of which rely on wireless technologies. We show that
sending money through small devices in the context of the available infrastructure and
communications technologies used is fraught with dangers; but we also make recom-
mendations in order for users to gain some control of the security of their mobile
financial systems.

The contributions of this paper are:

– A survey of types of mobile money systems used in 9 countries in the Australasia
region;

– A description of the known vulnerabilities in these systems;
– References to counter-measures needed to mitigate these vulnerabilities.

2 Mobile Money Systems in the Australasia Region

We now focus on various mobile money systems that are popular in the region and we
examine these country by country. Table 1 lists those countries we consider along with
some of the mobile money systems they use.

Table 1. Summary of the most popular mobile money systems by country

Country Mobile money systems in use

India Airtel money, MoneyOnMobile, OxigenWallet
Philippines GCash, SMART money, SMART padala
Australia and New Zealand MPay, Tap & Go
Japan Osaifu-Keitai
China Alipay
Taiwan Pi Wallet and Raspberry Pi
Malaysia M-Money, AirCash
Indonesia TCash
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2.1 Mobile Money Systems in India

According to the Bank of India, around 41 % of the Indian population is unbanked and
only 59 % of adults have bank accounts with around 45 % of total deposits contributed
by the top six metropolitan areas in the country [4]. This indicates that financial
exclusion may be due to low income levels, unemployment, lack of access to banking
facilities and lower literacy rates. Technology is the only solution to financial inclusion
that has the capability to reduce the costs and increase approachability to all classes of
people. Recently mobile money systems have become the most favourable channel for
financial inclusion [5].

2.2 Mobile Money Systems in the Philippines

The Philippines was one of the earliest adopters of mobile money systems and has
achieved a considerable amount of success when compared to other countries in Asia.
Its mobile penetration matches that of upper middle income countries. The broad
success of mobile money systems there may be attributed to the high literacy levels of
the population alongside relatively low incomes. Filipinos send hundreds of millions of
SMS’s per day, earning them the title of ‘Text message capitalʼ [6].

The first Mobile money system was launched in 2000 by Smart in collaboration
with the large Bank D’Oro, upgraded to a preloaded SIM card in 2003, followed by
Smart padala released in 2004 which enabled customers to accomplish national and
international money transfers (http://smart.com.ph). Globe telecom entered the mobile
money market in the year 2004 with its wallet called GCash operating like a portable
ATM allowing users to make payments, remittances and money transfers without the
use of prepaid cards. G-Cash has enlarged its network by offering loan disbursements
and repayment services to rural banks [7].

By the year 2006, 2.5 million people used Smart mobile money services for paying
utility bills, payroll credit and receipt of international remittances [8; p. 5]. Entering the
market in 2008, Sun Cellular, a wholly-owned subsidiary of Digitel, is one of the
Philippines’ leading mobile telecommunications companies, attracting 7 million new
subscribers; subsequently, the penetration rate of mobiles reached 82 % in the year
2009, with around 65 million mobile phone users. Globe and Smart communications
now occupy the major share of the mobile market in the country.

2.3 Mobile Money Systems in Australia and New Zealand

When compared to other developing nations, there is less focus on the development of
mobile money systems in Australia and New Zealand. Nevertheless, the facility of
paying bills using a mobile money system connected with a bank account has been
available for many years with MPay and BPay. Such systems specialise in
micro-payments through a combination of contactless technology, POS terminal
solutions and payment processing gateways.

Some financial institutions have implemented trials to assess the likelihood of
success of more pervasive mobile money systems. In 2008, NAB, Telstra and Visa
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collaborated to launch a trial version of Australia’s first mobile money system that
allows users to download NAB’s credit card software application onto any phone with
Telstra’s SIM card. In Australia, Commonwealth bank’s Tap and Pay option is now
available for debit cards to be used with Android phones and iPhone; in New Zealand,
this facility has been rolled out by Mastercard. The systems require that the user have a
valid bank account. Tap and Pay is enabled through Near-Field-Communication
(NFC) technology and allows users to make purchases or perform transactions at any
contactless terminal, whether at home or overseas.

2.4 Mobile Money Systems in Japan

Osaifu-Keitai (Japanese for Wallet Mobile) launched by NTT DOCOMO in 2004, is
also based on NFC and was built using Sony’s contactless chip “Felica”. It allows
mobile phones to be used by scanning any phone terminal against the NFC reader.
Initially there was a reluctance among Japanese people in adopting this system as NFC
compatible mobile handsets were required, but with strategic alliances, DOCOMO
installed read/write terminals at various proprietorships. By 2011, around 65 % of
mobile money users used Osaifu-Keitai with NFC compatible handsets, and around 1.4
million merchants across Japan accept payments through credit card and Osaifu-Keitai
[9; p. 1]. Beneficial features of Osaifu Keitai include speed, ease of use, an online
top-up facility, promotional coupons and the ability to make overseas payments. Also,
Osaifu-Keitai complies with the guidelines released by GSMA for mobile payments.

2.5 Mobile Money Systems in China

At the end of 2014, over 70 million people in rural areas still lived below the poverty
line (http://www.worldbank.org/en/country/china/overview). China’s strategy to enable
financial inclusion includes a mix of banks, financial institutions, infrastructure,
e-commerce groups and social networks. By January 2016, China was the world’s
largest e-commerce market, an achievement enabled by its access to mobile money.
Alipay, established in 2004 [10], is the clear winner in online payment services in
China, with version 9.0 being released in early June 2015. But Tencent, one of the
largest Internet companies in the world, launched competitor Tenpay in 2005 which has
become very popular in the mobile gaming market.

2.6 Mobile Money Systems in Taiwan

In Taiwan, cash payments remain the most popular payment method. In fact “Elec-
tronic payments represent only 25.8 % of personal consumption expenditure in
Taiwan, far below other Asian markets such as Hong Kong (64.5 %), China (55.9 %),
South Korea (54.8 %) and Singapore (53.0 %)” according to Visa’s statistics [11].
When compared to other countries, Taiwan has lagged. Its first mobile payment system
Pi mobile wallet was launched by PChome in the year 2015. The Pi wallet set-up
consists of a device called Raspberry Pi with removable SD cards attached to a host
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device with USB or HDMI cables; users can shop virtually by scanning corresponding
QR codes or making small financial transfers with the device (e.g. https://en.wikipedia.
org/wiki/Raspberry_Pi).

2.7 Mobile Money Systems in Malaysia

Cash also remains a popular method of payment in Malaysia [12; Chap. 5], but the use
of mobile money systems has grown since 2007 with current services mainly focusing
on bill payments and mobile banking. Four mobile operators have launched mobile
payment services: Maxis was the first, launched in 2007; this was followed by products
by Celcom, Digi and U Mobile.

2.8 Mobile Money Systems in Indonesia

Indonesia is the fourth largest country in the world, with a 2015 population of 259
million (http://www.internetworldstats.com/stats8.htm) of whom 34 % were not using
any form of electronic communication (computers or mobile devices), even though
these were available to 90 % of the population [13]. Affordability and lack of
awareness were cited as being the biggest barriers [13; p. 11], while the lack of
websites available in the local language also plays a key role [13; Fig. 4].

Since 2007, transactions per day have risen from IDR5 billion to IDR30 trillion in
2016 (https://www.techinasia.com/17-emoney-options-indonesia). Most forms of
mobile money used are pre-paid bank cards, but in March 2016, Bank Negara
Indonesia introduced a tap and pay card (https://www.techinasia.com/17-emoney-
options-indonesia) similar to those used in Australia and New Zealand.

Despite the unawareness of mobile money in the population, in 2007 Telkomsel
rolled out the e-wallet TCash, which now has 15 million registered users. In 2016, XL
Axiata, Telkomsel, and Indosat, the three big Indonesian telcos, provide emoney ser-
vices in the form of e-wallets. To encourage user growth, all three companies agreed to
allow their users to transfer cash to each other even though they are competitors.

3 Vulnerabilities in Mobile Money Systems

Several vulnerabilities have been found in mobile money systems (e.g. In [14–17]). We
divide them into four main categories and give examples of mobile money systems
with each vulnerability.

3.1 Authentication of Sender and Receiver

When sending money, it is critical that the intended recipient receive it; it is also
important that the recipient knows from whom it came. Authentication techniques such
as certificates and digital signatures provide such guarantees.
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MPay does not properly ensure that it is communicating with the correct endpoint.
This can result in message modification, replay attacks and denial of service.

M-Money relies on improper enforcement of message integrity during transmission
over the communication channel.

3.2 Data Integrity

Messages about financial transfers need to be protected from changes (e.g. increasing
amounts, changing the account number). Data integrity can be achieved by encrypting
the data.

G-Cash. In this system, data is not encrypted between end points.
MoneyOnMobile does not attempt to secure data in transmission.
Oxigen Wallet does not use SSL/TLS cryptographic protocols to protect data from
changes in transit.

3.3 Poor Protocol Implementation

While all the appropriate pieces of the needed security can be to hand, the final
implementation of them may be done poorly, making them attack targets.

Oxigen Wallet uses a poorly implemented version of the known encryption
algorithm blowfish. Requests for secure keys are unauthenticated putting all transac-
tions at risk.

Osaifu-Keitai has poor security software upgrade implementation on an open
source operating system such as Android (e.g. [9]).

3.4 Malfunctions and Overlooked Attack Vectors

Some mobile money systems are prone to malfunctions, and some are badly con-
structed, leaving attack vectors for criminals.

G-Cash. In this system, outgoing SMS messages save the pin in the user’s mobile
phone’s outbox; if the device is lost, any attacker can easily access the pin.

Osaifu-Keitai. Malfunctions and software upgrades have led to tampering with the
device and loss or alteration to data, as well as leakage of private information.

Alipay. The software company Trend Micro discovered vulnerabilities in the Alipay
Software Development Kit v. 1.0 that can be exploited for phishing attacks (http://blog.
trendmicro.com/trendlabs-security-intelligence), explaining that the original Alipay
wallet can be replaced by a malicious APP which can obtain payment details from the
user. Attackers can use malicious APPs to intercept sensitive information between the
mobile payment application and its clients.
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Pi Wallet. One recently discovered vulnerability is due to the absence of a hardware
random generator in Raspberry Pi 2, restricting the secure keys generated to known
ones [18]. Moreover, in a recent discovery, the updated version Raspberry Pi 2 crashes
when exposed to intense bursts of light produced by Xenon or laser pointers [19].

TCash. When a user taps a smart phone, a hacker can use the NFC tag to instruct an
APP on the smart phone to redirect to a web page that contains an exploit for a
weakness in a browser. This gives the attacker access to the user’s smart phone to
monitor payment transactions, key strokes, make phone calls, send SMSs and steal
sensitive data [20].

4 Countermeasures

Any mobile financial service runs the risk of supporting money laundering and terrorist
financing because of its features of anonymity, speed and general lack of oversight.
Mitigation techniques to help prevent fraud and money laundering are presented in the
table on pages 7 to 15 of [21] and in the report [22]. In this section, we focus on
mitigation of technical difficulties, some of which were identified in the previous
section.

As stated in the report by Javelin Research [3]: “Authentication measures uniquely
suited to mobile devices such as biometrics, device fingerprinting, mobile location, and
in-APP authentication can provide protection against current and developing fraud
schemes such as mobile remote-access Trojans and business email compromise. …
offering strong mobile authentication is crucial to financial institutions in both pre-
venting their customers from suffering fraud losses and in providing (them) reasonable
security measures under the Uniform Commercial Code for protection against
litigation.”

Recommendations: Our recommendations are aimed at mobile money system
designers, telecommunications and Internet Service Providers as well as to users:

• To prevent communications being diverted to false entities or being accepted from
false entities, it is important to have authentication of both user and application by
a trusted third party.

• To prevent loss of secure key data, PINs should be saved in secured memory and
stored in encrypted form. In addition, two forms of authentication should secure
the most important communications, such as money transfers.

• Strong cryptographic protocols providing end-to-end communication encryption
should be used, along with SMS message authentication. SSL/TLS protocols
should be established across communication channels.
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