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Abstract—A new range proof technique is proposed. It
only needs a constant cost and is more efficient than the
existing range proof schemes. In comparison with the existing
range proof solutions with a constant cost or focusing on
efficiency, security of the new scheme is based on the same
widely accepted trade-offs and no weaker than theirs. In
summary, it improves efficiency of range proof without further
compromising security.

I. INTRODUCTION

In cryptographic applications, it is often needed to test
that a secret message is in a certain interval range [16],
[17], [18], [19] When the secret message is known by a
party, the party is often required to prove that he knows a
secret integer in the interval range. The party chooses an
integer from an interval range R, encrypts it or commits
to it and publishes the ciphertext or commitment. Then he
has to prove that the integer encrypted in the ciphertext or
committed in the commitment is in R. The proof cannot
reveal any information about the integer except that it is in
the range. This proof operation is called range proof. The
following security properties must be satisfied in a range
proof protocol, while high efficiency is very important as
well.

o Correctness: if the integer is in the range and the
prover knows the integer and strictly follows the proof
protocol, he can pass the verification in the protocol.

o Soundness: if the prover passes the verification in the
protocol with a non-negligible probability, the integer
is in the range.

o Privacy: no information about the integer is revealed in
the proof except that it is in the range.

In satisfying the security properties and achieving high
efficiency the existing solutions to range proof [7], [3], [14],
[13], [4] have their drawbacks.

The most straightforward range proof technique is ZK
(zero knowledge) proof of partial knowledge [7], which
proves that the secret integer may be each integer in
the range one by one and then link the multiple proofs
with OR logic. This simple range proof can perform all
the computations in a cyclic group with public order, so
can easily achieve both formally provable soundness and
formally provable privacy. Depending on the concrete ap-
plication environment, an appropriate encryption algorithm
or commitment function can be employed such that ei-
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ther soundness or privacy can be absolute in information-
theoretic sense and the other is computational. So it supports
various applications no matter whether information-theoretic
soundness or information-theoretic privacy is required by
them. However, this method has a drawback: the number
of computations it needs is linear in the size of the range,
which leads to very low efficiency.

It is well known that the straightforward method can
be optimised in efficiency by sealing the secret integer bit
by bit and proving that each commitment contains a bit.
However, the optimised solution is still not efficient enough
especially when the range size is large. This idea is extended
in [4], which designs a special range proof technique for
small ranges. It employs the u-base coding mechanism and
proves that each u-base digit of the secret integer is in
{0,1,...,u — 1}. However, its improvement on efficiency
is not great enough. Moreover, it has a special requirement:
a separate instance of proof and verification is needed for
each independent verifier, who must interactively run the
proof and verification protocol separately with the prover.
So the range proof technique in [4] is not general or uni-
versally verifiable. In addition, an additional computational
assumption is needed in [4].

The range proof techniques in [3], [14], [13] improve
efficiency by discarding the cyclic group with public order.
They notice that a special setting is useful for efficient range
proof, where the multiplication modulus is a large composite
with secret factorization. A commitment function is designed
in a large cyclic group modulo the composite modulus. As
factorization of the modulus is hard, the order of the cyclic
group is unknow. These techniques [3], [14], [13] implicitly
and essentially depend on the following principle.

Definition 1: N is a large composite with unknown fac-
torization and G is a cyclic subgroup of Z3, with a large
order. It is hard to calculate any multiple of the order of G
if factorization of IV is hard.

It is called the secret order principle in this paper. With
the secret order principle, a special proof technique can
be employed: the prover proves that he knows a secret
integer committed in the commitment, so that the committed
integer is computationally binded and unique, otherwise
the prover can calculate a multiple of the order of the
cyclic group as the difference between two different integers
committed in the same commitment and break the secret
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order principle!. In one word, the prover’s knowledge of
the secret integer and the secret order principle guarantees
bindingness and uniqueness of the committed integer. After
the committed integer has been fixed and cannot be changed,
it is much easier to prove that it is non-negative. As a
result, in [3], [14], [13] a range proof of integer m in
a range {a,a + 1,...,b} can be reduced to a proof that
m — a and b — m are non-negative. This technique is called
CBPKCGSO (computational bindingness through proof of
knowledge in cyclic groups with secret order) in this paper.
Using CBPKCGSO it is proved in [3] that each of m — a
and b—m is the sum of a square and a non-negative integer,
while in [14] it is proved that each of m —a and b — m is
the sum of four squares. The design in [13] is a variant
of [14] and discusses its application to various e-voting
applications with different rules. In this paper, we focus
on range proof itself and do not extend our discussion to
its applications. So we regard [13] as a detailed variant
of [14] with a concrete application environment and will
not treat it separately. Without the secret order principle
and the CBPKCGSO technique, the range proof in [3],
[14], [13] cannot work as even if a negative integer is
committed in a commitment, its value plus a multiple of
the order of the cyclic group can be a positive integer to
open the commitment. So the range proof techniques in
[3], [14], [13] are only computationally sound. In addition,
the secret order principle and the CBPKCGSO technique
have another consequence to be detailed in Section II:
complete and formally provable privacy is impossible and
only statistical and intuitive privacy is achieved. Looser
security requirements on soundness and privacy in [3], [14],
[13] is a price to pay for higher efficiency.

We have an observation: even if the range proof tech-
niques in [3], [14], [13] employ some trade-offs in security
in comparison with the simple solution based on [7], like
the secret order principle, the CBPKCGSO technique and
weaker and less formal privacy, their advantage in efficiency
over the simple solution is still not great enough. We believe
that with the same trade-offs, higher efficiency can be
achieved. So a new range proof scheme is proposed in this
paper. It employs the same security trade-offs as [3], [14],
[13] but uses different proof techniques to achieve higher
efficiency than theirs. It is the most efficient range proof
protocol.

II. BACKGROUND

We are more interested in range proof schemes with
higher efficiency like [3], [14], while their looser security re-
quirements are regarded as inevitable trade-offs for the sake
of efficiency. As mentioned before, [13] is not separately

IThis deduction is reasonable as in [3], [14], [13] calculating two dif-
ferent integers committed in the same commitment the difference between
which is not a multiple of the order of the cyclic group is hard due to
difficulty of other hard problems like DL problem.

treated as it is regarded as a detailed variant of [14] with a
concrete application environment. In [3], [14], the Fujisaki-
Okamoto commitment function [10] or its variant [8] is
employed. In [10], N is a large composite with unknown
factorization and G is a cyclic subgroup of Z3; with a large
order. According to the secret order principle the order of
G is secret as the factorization problem is hard. Integers
g and h are generators of G such that neither of log, h
and log;, ¢ is known. A secret integer m is committed to in
¢ =¢g™h" mod N by a prover where r is randomly chosen
from a certain large range. The prover has to publicly prove
that m is in an interval range {a,a + 1,...,b}.

The most basic and important proof primitive in [3],
[14] is KDLCGSO (knowledge of discrete logarithm in
a cyclic group with secret order) proof, which enables a
party to prove knowledge of integers x and z to satisfy
gXh? = y mod N. In [3], three important building blocks,
“Proof that two commitments hide the same secret” in
Section 2.2, “proof that a committed number is a square”
in Section 2.3 and “proof with tolerance § = 1 + €” in
Section 3.1.1, all employ this primitive. In [14], proof that
a committed number is a square employs this primitive as
well and then is repeatedly employed to implement the range
proof. KDLCGSO is necessary as prover’s knowledge of
the secret integer committed as a discrete logarithm must
be guaranteed to apply the secret order principle and the
CBPKCGSO technique to [3], [14] . Moreover, the proof
must be performed in cyclic groups with secret orders.
KDLCGSO is described in Figure 1 where P stands for
prover and V' stands for verifier.

) P-V: a =g "h®* mod N
where r and s are randomly chosen from a large
set of integers.

2) V- P: c
where ¢ is randomly chosen from a large set of
integers.

3) P>V u=r-—cxin Z

v=8—czin Z

Verification:

a= g“h’y° mod N

Figure 1. Proof of knowledge of discrete logarithm in a cyclic group with
secret order

As the order of G is unknown and u and v are calculated
without any modulus, there are two side effects. Firstly,
complete and formal proof of soundness in this setting is
more difficult than when the order of G is public. It is
easy to see that if the prover passes the verification with
a non-negligible probability, it must be able to calculate in
polynomial time two responses (u,v) and (u/,v’) to two
different challenges ¢ and ¢’ to pass the verification with
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the same a”. Otherwise, the probability that it can pass the
verification is negligible. More precisely, the prover must
be able to calculate in polynomial time two responses (u, v)
and (u',v") to two different challenges ¢ and ¢’ such that

a = g“h’y° mod N N
a= g“/h“/yc/ mod N 2)

Now we wonder: from these two proof instances, can a
polynomial extractor extract x and z? Let us go on with the
deduction and see.

(1) divided by (2) yields

1 — gu—u/h?)—’l)/yC—C/ mod N

If the order of G, say g, is known, proof of soundness is
easy as the extractor can always calculate p = (u—u')/(c'—
c¢)mod q and v = (v —v')/(¢’ — ¢) mod ¢ such that y =
g"h” mod N as explained in the following.

o If GCD(q,c —¢) =1, then (¢

exists.

e If GCD(q,¢ —¢) = p and p > 1, then ¢ has a factor

p but the order of ycl_c does not have a factor p. As

y € G, u — v and v — v/ must have a factor p. So

(u—u')/(¢'=c) = ((u=)/p)/((¢'—c)/p) mod ¢ and

(v=v)/(¢ =) = ((v=2")/p)/((¢/ —=¢)/p) mod ¢ can

be calculated as ((¢ — ¢)/p)~! mod q always exists.
Thus soundness is proved, which is similar to the case in
Schnorr’s proof protocol [21]. However, with the secret order
principle, the prover does not know the order of G or its
multiple. So he (using the extractor) can only calculate (u—
u)/(c —¢) and (v —")/(¢" —¢) when u —u' and v — v’
are multiples of ¢/ —¢. If u — ' or v — v’ is not a multiple
of ¢/ — ¢, it is not so simple to calculate (u — u’)/(¢/ — ¢)
and (v —v")/(¢’ —¢). Soundness of KDLCGSO proof relies
on Theorem 1.

Theorem 1: Even if the order of g and h are secret, there
is still a polynomial algorithm to calculate integers x and
z to satisfy g¥h* = y mod N using (u,v) and (v/,v") to
satisfy (1) and (2).

Proof of Theorem 1 is quite complex. At first, it is
attempted in [10] to give it a formal proof, but the same
author [8] finds out that the analysis in [10] and its extended
version is incomplete and soundness can only be formally
proved when ¢ is only 1 bit long. No formal proof of
Theorem 1 is available until [9], which proves it in its
Lemma 1. The polynomial algorithm to extract discrete
logarithm without knowledge of the order of the cyclic group
containing the bases and the exponentiations is proposed and
its cost is estimated, both in details, in Lemma 1 in [9].
Due to space limit and complexity of the proof, proof of
Theorem 1 is not repeated here and interested readers are
referred to [9].

—¢)"! mod q always

2This argument, especially the time analysis, is detailed in proof of
Theorem 2.1 in [21].

In [3], “proof that two commitments hide the same secret”
and “proof that a committed number is a square” are
combinations of two KDLCGSO proofs sharing the same
secret logarithms and “proof with tolerance § = 1 + €”
employs one KDLCGSO proof with a special parameter
setting and an additional test of the size of the response
integer u. In [14], proof that a committed number is a
square is the same as in [3] and employs two combined
KDLCGSO proofs. Soundness of them all depends on
Theorem 1. Proof that two commitments hide the same
secret is denoted as EL(x,r1,72| g1,h1,92,h2 | y1,¥2),
which proves knowledge of secret integers x,r; and 79
such that ghi' = y; mod N and gXhi® = ys mod N.
Proof that a committed number is a square is denoted as
SQR(x,r | g,h|y), v;/hich proves knowledge of integers y
and r such that y = ¢gX A" mod N. Detailed implementation
of the two proof protocols are not provided here due to place
limit. They can be found in [3].

Another side effect of KDLCGSO is reducing privacy to
statistical level, while its statistical privacy has not been
formally proved so far to the best of our knowledge. Ob-
viously, in KDLCGSO wu is a monotone function of x and
v is a monotone function of z as calculations of u and v
are carried out without any modulus. So some information
about x and z is always revealed from u and v although the
amount of revealed information can be limited to a low level.
The existing cryptographic schemes employing KDLCGSO
including [3], [14] argue that the information revealed from
u and v is statistically so trivial that the proof transcript
can be simulated by a party without any knowledge of x
or z such that the simulating transcript generated by the
party is statistically indistinguishable from the real proof
transcript. However, none of them gives a formal proof to
this argument. Although the formal definition of statistical
indistinguishability between two distributions has been given
in [12] and Lecture 7 of [15] as recalled in Definition 2, to
the best of our knowledge none of the existing applications
of KDLCGSO [10], [1], [5], [6], [11], [20], [2], [3], [14] tries
to follow the formal definition and estimate (or calculate an
upper bound of) the distance between the distribution of its
real proof transcript and the distribution of a simulating tran-
script. So achievement of statistical indistinguishability in
the existing cryptographic schemes employing KDLCGSO
including [3], [14] is only an intuitive argument and has not
been formally proved. Actually, to the best of our knowledge
there is no existing formal proof of achievement of statistical
privacy according to formal definition [12], [15] in any
cryptographic scheme.

Definition 2: (Statistical indistinguishability). Let L €
{0,1}* be a language. Two families of random variables
{U(x)} and {V'(x)} are statistically indistinguishable on L
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if the distance between them,

> prob(U(x) = &) — prob(V(x) = a),

ac{0,1}*

is negligible (or more precisely smaller than a negligible
concrete upper bound) for all sufficiently long x € L where
prob(X) stands for the probability of an event X and |Y|
stands for absolute value of Y.

III. THE NEW RANGE PROOF PROTOCOL

The main idea of the new range proof scheme is simple
as follows.

o Like in [3], [14], [13], we employ the secret order
principle and the CBPKCGSO technique to make the
secret integer computationally binded and proof of non-
negativity of an integer easier.

o An integer m is in a range {a,a+1,...,b} if and only
if (m—a+1)(b—m+ 1) is positive.

o If w?(m —a+ 1)(b — m + 1) is positive, (m — a +
1)(b—m + 1) is positive.

o To prove that w?(m —a+1)(b—m+ 1) is positive, it
is divided into three shares mi,mo, m3, whose sum is
w?(m — a + 1)(b — m + 1). Moreover, ms3 is a square
and thus non-negative. If both sm; + mo + m3 and
m1 + tmg + mg are positive where s and ¢ are random
positive integers, then w?(m —a + 1)(b — m + 1) is
positive with an overwhelmingly large probability.

e As the the information revealed from smq + msy + mg
and mj + tmg + m3 about m is statistically negligible

except showing that m is in the range {a,a+1,...,b},
they can be published without compromising statistical
privacy.

o Like in [3], [14], [13],

— we show achievement of soundness in the new
range proof scheme according to Theorem 1;

— we intuitively argue that the revealed information
in our range proof is so trivial that the proof
transcript can be simulated by a party without any
knowledge of any secret such that the simulating
transcript generated by the party is statistically
indistinguishable from the real proof transcript.

Like in [3], the Fujisaki-Okamoto commitment function
is employed. We employ two large security parameters k;
and ko. ki is much smaller than k,. However, ki is large
enough such that 1/(k; — 1) is a negligible probability. A
recommendation for their values is that k; is large but much
smaller than the order of G (e.g. 160 bits long) and ko is
larger than the order of G (e.g. longer than 1024 bits).

A secret integer m is committed to in ¢ = ¢""h"” mod N
where 7 is a random integer in Zj,. m is in an interval range
{a,a+1,...,b}. A party with knowledge of m and r has to
prove that the message committed in ¢ is in {a,a+1,...,b}.
The proof protocol and the corresponding verification are as
follows.

1) The prover calculates and publishes ¢; = ¢/g*~! mod
N and ¢ = g**!/c mod N.
2) He calculates and publishes ¢ = ¢}~ A" mod N
and publicly gives a proof
ELb—m+1,—r,7" | g,h,c1,h | c2,¢). (3)

where 1/ is a random integer in Zj,.
3) He randomly chooses integers w and r” respectively
from Zy, — {0} and Zj, and publishes
¢ = 1" mod N.
He publicly gives a proof
SQR(w,r" | ¢, h | ). @

4) He randomly chooses three non-negative integers my,
my and my4 smaller than w?(m —a +1)(b —m + 1)
such that

my +ma +mz =w*(m—a+1)(b—m+1)
ms = mZ

He randomly chooses 71, 72, 73 to satisfy r1+ra+1r3 =
w2((b—m + 1)r + ') + " and publishes

i =¢g™h"™ mod N

ch =¢™h"™ mod N

¢y ="/ b, mod N.
He publicly gives a proof

SQR(ma,7r3 | g,h | c3). %)

5) A verifier randomly chooses and publishes integers s
and ¢ in Zy, — {0}.
6) The prover randomly publishes
T = smi + mo + ms
y =mq +tma +mg3
u=sry+re+73
v=r1+tro+13

7) Besides verification of (3), (4) and (5) the following
equations have to be publicly verified

c1 =c/g* ' mod N 6)
¢z = ¢**'/c mod N @)
' = djchcy mod N (8)
) chcly = g"h* mod N )
dychtel = g¥h? mod N (10)
x>0 1)

y >0 (12)

Any one can publicly perform the verification. Once all
the integers involved in a verification equation are available,
the equation is verified. If a verification fails, the proof
protocol fails and stops. The proof protocol succeeds if and
only if all the verification conditions are satisfied.
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IV. ANALYSIS

Security and efficiency of the new range proof scheme
is analysed in this section. It is illustrated that the new
scheme improves efficiency of range proof without further
compromising security.

Theorem 2: If m isin {a,a+1,...,b}, an honest prover
can strictly follows the proof protocol and pass its verifica-
tions in (3), (4), (5), (6), (7), (8), (9), (10), (11) and (12).
Proof: Satisfaction of the verifications are as follows.

e As the prover strictly follows the proof protocol, (6)

and (7) are immediately satisfied.

e Asco=g""/cmod N, ¢ = cll’_m+1h7°/ mod N and

EL() is correct, (3) is satisfied.

e As ¢’ =" h™" mod N and SQR() is correct, (4) is

satisfied.

e As ¢4 = g™h™ mod N, mz = m? and SQR() is

correct, (5) is satisfied.

e As

2 " _ 2 "
! JYU R = (cll; m+1hr )w hr

= ((c/g )P+t
_ ((gmhr/gafl)bferlhr/)wz B
w?(m—a+1)(b—m+1) pw? (b=m+1)r+r)+r"
mod N

i =¢g™h™ mod N
ch=g™h™ mod N
ch=gm™h™. mod N

my+mo+mz=wim—a+1)(b-—m+1)

i1+ 13 =w((b—m+ Dr+7r) + 0",

=9

we have

my,mg and m3 to sum up w?(m —a+1)(b—m+1)
such that z = smj +mgy+ms and y = mq +1tmo+ms
are positive. Therefore, (11) and (12) are satisfied.

O

Theorem 3: If the verifications in (3), (4), (5), (6), (7),
(8), (9), (10), (11) and (12) are passed with a non-negligible
probability, an integer in the range {a,a + 1,...,b} is
committed by the prover in c.

Before Theorem 3 can be proved, three lemmas have to
be proved first.

Lemma 1: On the assumption that the factorization prob-
lem and discrete logarithm problem are hard, it is impossible
for a polynomial prover to calculate integers «v, e, 1 and
B2 such that = g h% mod N, § = g*2h% mod N and
(o, B1) # (@2, B2).

Proof: If a polynomial prover has calculated integers o1, aa,
(1 and [ such that (ay, 1) # (a2, 32) and

0= g"lhﬂ1 mod N
6 = g*2h% mod N,

then

g hP = g22h”2 mod N.
Namely,

g = hP2=P1 mod N
So

(1 — az) = (B2 — B1) log, h mod order(G)

There are two possibilities: 82 — 81 = 0 mod order(G) or
B2 — B1 # 0 mod order(G).

0/10/203 _ gm1hr1gm2h7‘29m3h7‘3 — gm1+m2+m3h7“1+7‘2+7‘3 o If ﬁg — 61 = 0 mod O’f‘d(i?"(G), then a; — ag =

— ng(m—a+1)(b—m,+1)hw2((b—m+1)r+r’)+'r” — ¢ mod N

and thus (8) is satisfied.

e As
xr = 8smi -+ mo+ms
Yy =my +tmg +mgs
u=sri+7r2+73
v=r71+1tres+73
we have

0/180/26/3 — gsm1 hsT1 gmz hrzgms h"3
— gsnL1+'m2+’m3 hs7‘1+’r'2+7'3 — g.Lhu mod N
t 3
c/lcl2 Cg — gm1 hrlgtmg htT‘g gm3 h'3
= gmittmatms pritiratrs — gypv mod N

and thus (9) and (10) are satisfied.
e Asa <m <band w is positive, we have w2(m —a—+
1)(b—m+1) > 0. So it is feasible to find non-negative

0 mod order(G). So either B2 — 81 = k x order(G)
or a1 — as = k x order(G) where k # 0, otherwise
(a1, 1) = (a2, 02). As k # 0, a multiple of the order
of GG is obtained, which is contradictory to the secret
order principle as factorization of N is hard.

o If 85 — 31 # 0 mod order(G), then

log, h = (a1 — a2)/(B2 — B1)

can be calculated according to Theorem 1, which is
contradictory to the assumption that discrete logarithm
problem is hard.

As each possibility leads to a contradiction, the lemma is
proved. O

Lemma 2: A prover passing the verifications of the new
range proof protocol with a probability larger than 1/(k;—1)
must know integers m}, mb, mi, 7, rh, ri such that
¢ = g™h"mmod N, ¢y, = g"2h"™> mod N and ¢ =
g™sh"s mod N.
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Proof: (9)/(10) yields a deduction: satisfaction of (9) and
(10) with a probability larger than 1/(k; — 1) implies that
the prover knows x, ¥y, u and v such that

Clls_lclé_t _ gOB*yh“*U mod N (13)

with a probability larger than 1/(k; — 1). So among all
the possible choices of s and t there must exist an s such
that there are two different choices for ¢ to satisfy (13).
Otherwise, for each possible choice of s there is at most
one choice of ¢t among its all k&4 — 1 possible choices to
satisfy (13) and the probability that (13) is satisfied is no
larger than 1/(k; — 1), which is a contradiction. So there
exist s1,t1 and to in Z;, — {0} such that the prover can
calculate integers x1,y1,u1,v1 and X2, Yo, ug, vo to satisfy

ys1—1 41—ty

i dy Tt =g" VR T mod N (14)
C'lsl_lc/é_tz = g%2 Y2272 mod N. (15)

(14)/(15) yields

6/227t1 _ gzl—yl—m2+y2hul—vl—u2+7)2 mod N

As ky is smaller than the order of G and ¢1,t5 € Z, —
{0}, ta — t1 # 0 mod order(G). So

0/2 — g(ﬂfl*yl*w2+y2)/(t2*tl)h(U1*1’1*u2+U2)/(t2*t1) mod N

Therefore, according to Theorem 1, the prover knows m
and 74 such that ¢’o = g™2h"2 mod N. For the same reason,
the prover knows m/ and r{ such that ¢/; = ¢g™1h"™ mod
N. So (9) implies

(g™ h") g2 b2 ¢y = g*h* mod N

and thus the prover knows mj = x — sm)| — m) and
! ’
rh = u — sr] — rh such that '3 = ¢g"sh"s mod N. O

Lemma 3: Passing the verifications of the new range
proof protocol with a non-negligible probability guarantees
that the prover knows a positive integer committed in ¢”.
Proof: According to Lemma 2, the prover knows integers
mfy, mb, mh, vy, rh, v such that

¢, = g™ h" mod N
¢y = g™2h" mod N
b = g™sh"s mod N,
as 1/(k; — 1) is a negligible probability. So satisfaction of
(9) and (10) imply
(gm'1 I )sgm’2 hr;gmg hrs — g*h* mod N
gmRT (gm’z h”'z)tgmls h™s = g¥h¥ mod N
Namely,
gsm'1+mf2+m{s hsri+7“é+7'é — gachu mod N
gm/lthm/2+m'3 hri+tré+ré — gyhv IIlOd N

As the prover knows z,y,u and v, according to Lemma 1
and satisfaction of (11) and (12),

smi+mh+mhy=x>0
my+tmh+ms=y>0

Note that (5) guarantees that the prover knows a square
committed in ¢§. So according to Lemma 1, mg is the same
square as he knows mj%. So mf > 0. So m} + mh + mj is
always positive as

o if m{ <0, then mj +mH+mf > smj+mbhH+mb > 0;

o if mh <0, then m) +mb+mb > mj+tmbh+mb > 0;

e if m} > 0and mf > 0, m}+mb+mf > mi+mb > 0.
Therefore, as ¢’ = c}chch mod N, the prover commits a
positive integer mj + mj +mj in ¢”. O

Proof of Theorem 3:

(3), (6) and (7) imply that (m’ —a + 1)(b —m' + 1) is
committed in ¢’ where m’ is an integer committed in c
and known to the prover. (4) further implies that the prover
knows an integer w’ such that w'?(m/ —a+1)(b—m/+1) is
committed in ¢””. According to Lemma 3, the prover know’s
a positive integer m” committed in ¢”. So,

w?(m' —a+1)(b—m'+1)=m",
according to Lemma 1. Therefore,
w?(m' —a+1)(b—m'+1) >0

and m’, an integer committed in ¢ and known to the prover,
is in the range {a,a +1,...,b}. |

Note that like in the existing range proof protocols [3],
[14], [13] soundness of the new range proof protocol is
proved through showing one or more committed integer
is non-negative or positive and there is only one way to
open the commitment as the prover knows the committed
integer. Such a proof mechanism works through proof of the
prover’s knowledge and is based on hardness of factorization
problem and discrete logarithm problem, the secret order
principle and Theorem 1 in both the new scheme and [3],
[14], [13]. With these assumptions, [3], [14], [13] and the
new scheme guarantee soundness with an overwhelmingly
large probability, whose exact value depends on the length of
challenges from the verifiers (e.g. s and ¢ in the new scheme
and the challenges in the proof primitives in [3], [14], [13]).
So soundness of the new scheme is as strong as that of
the existing range proof schemes focusing on efficiency [3],
[14], [13]. Moreover, its privacy has the same strength as
theirs as it achieves intuitive statistical indistinguishability as
well. An intuitive argument for statistical indistinguishability
of the new range proof scheme is given in Theorem 4 and
like in [3], [14], [13] it is not formally proved according
to formal definition [12], [15]. Instead, we give an informal
argument to show that privacy is no weaker in the new range
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proof protocol than theirs. If their achievement of statistical
indistinguishability (privacy) can be formally proved, ours
can be formally proved as well.

Theorem 4: A polynomial algorithm without any access

to the secret integer m can simulate the proof transcript
of the new range proof protocol such that the simulating
transcript generated by the algorithm is statistically indistin-
guishable from the real proof transcript.
Argument: In CBPKCGSO employed by the existing range
proof schemes focusing on efficiency [3], [14], [13], ¢, u
and v are published where two of them are functions of y
and z

i) =u=r—cxinZ
pa(z) =v=s—czin Z

and x, z is the secret information. In our new range proof
protocol, s,¢ and functions of the secret

¢3(m) =z =smy +mg+mgin Z
pa(m) =y =mq +tmg+msin Z
¢s(r) =u=sri+ro+rsin Z
pe(r)=v=r1+tro+rzin Z

are published where

my+mo+mz=wim—a+1)(b-—m+1)
ri+ry+r3=w((b—m-+1)r+7)+r"

and m is the secret information.

Obviously, @3(), #4(), #5(), d() are more complex
functions than ¢;(), ¢2(). They employ more random
integers and more scrambling operations to confuse and
diffuse the secret information. As they employ more
variables, they can make better use of parameter setting
(e.g. setting some variable to be much larger than another
variable) to strengthen the confusion and diffusion.
Therefore, our new range proof protocol is no less private
than the existing range proof schemes focusing on efficiency
[31, [14], [13]. )

The new range proof scheme is compared with the exist-
ing range proof schemes in Table I. In analysis of compu-
tational cost, both the prover’s and the verifier’s operations
are included and the number of modulo exponentiations are
counted, while other costly operations like Rabin & Shallit
algorithm is also mentioned. As application of [7] to range
proof is not described in details in [7], we only discuss
possibilities in its properties: either soundness or privacy
can be IT (information-theoretic) secure and depending on
the concrete commitment function only one of them is IT
secure and the other is computational. IT secure soundness
means soundness with an overwhelmingly large probability
and without any computational assumption; while IT-secure

privacy means absolutly no information about any secret is
revealed. In [3], two proofs of non-negativity are employed
and each is claimed to cost 20 exponentiations. Note that
in [14] Rabin and Shallit algorithm is costly and cannot be
ignored. As mentioned before, [13] is regarded as a variant
of [14] with a concrete application environment, so is not
separately treated. In [4], ul is the size of the range. If an
additional computational assumption is made for privacy like
in [4], efficiency of our new scheme can be further improved
by slightly modifying calculation of ¢, 71,2 and deleting
rg as follows

= c’w2 mod N
randomly choosing r; andry such that
ri+ 1y = wi((b—m+1)r+17)

where m, mo and mg still satisfy

my +mg +mz =w?(m—a+1)(b—m+1)
ms = mi
and ¢}, ¢, and ¢} are still calculated as

¢y =¢™h™ mod N
ch=¢™h™ mod N

cy ="/ ch. mod N.

Consequently, the two SQR() proofs become proof of
knowledge of w and my4 such that

2
w
" =" mod N

/o ’”’L2
cs = g™ mod N.

When w and my are chosen from a large enough set, with
this modification the variant of our new scheme can still
achieve privacy with one additional computational assump-
tion: the DL problem is hard. The comparison illustrates that
the new scheme achieves high efficiency with some widely
accepted trade-offs in security. It is more efficient than the
existing range proof schemes.

V. CONCLUSION AND OPEN QUESTIONS

The new range proof scheme proposed in this paper is
more efficient than the existing range proof schemes. Its
security is as strong as the existing solutions to range proof
focusing on efficiency [3], [14], [13]. However the new
scheme and [3], [14], [13] leave an open question: can their
statistical privacy be formally proved following the formal
security model in [12], [15] so that formally provable privacy
can be achieved in them?
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